Dynamic biological processes such as enzyme catalysis, molecular motor translocation, and protein and nucleic acid conformational dynamics are inherently stochastic processes. However, when such processes are studied on a nonsynchronized ensemble, the inherent fluctuations are lost, and only the average rate of the process can be measured. With the recent development of methods of single-molecule manipulation and detection, it is now possible to follow the progress of an individual molecule, measuring not just the average rate but the fluctuations in this rate as well. These fluctuations can provide a great deal of detail about the underlying kinetic cycle that governs the dynamical behavior of the system. However, extracting this information from experiments requires the ability to calculate the general properties of arbitrarily complex theoretical kinetic schemes. We present here a general technique that determines the exact analytical solution for the mean velocity and for measures of the fluctuations. We adopt a formalism based on the master equation and show how the probability density for the position of a molecular motor at a given time can be solved exactly in Fourier–Laplace space. With this analytic solution, we can then calculate the mean velocity and fluctuation-related parameters, such as the randomness parameter (a dimensionless ratio of the diffusion constant and the velocity) and the dwell time distributions, which fully characterize the fluctuations of the system, both commonly used kinetic parameters in single-molecule measurements. Furthermore, we show that this formalism allows calculation of these parameters for a much wider class of general kinetic models than demonstrated with previous methods.

Introduction

In recent years, single-molecule techniques have evolved into a powerful toolset for studying the dynamical behavior of many biological processes. It is now possible to follow on the nanometer and millisecond scales the individual trajectory of a single enzyme as it catalyzes a reaction, a molecular motor as it translocates, or a single polypeptide or nucleic acid molecule as it unfolds and refolds. In each case, this trajectory consists of a sequence of molecular events (transitions between the distinct kinetic states of the system) that are stochastic in nature. Single-molecule methods have the ability to measure not only the average trajectory but also the fluctuations around this average; thus, the statistical analysis of single-molecule trajectories can provide crucial insight into the underlying sequence of events that leads to the behavior of a biological system.

Measurements of the mean rate of a reaction as a function of experimental variables (the concentration of a reactant or product, for instance) can reveal important details about intermediate states in the reaction cycle. For example, the dependence of the velocity, \( v \), of a molecular motor on substrate concentration \([S]\) can reveal macroscopic constants of the enzymatic reaction such as \( k_{\text{cat}} \) and \( K_M \) from the Michaelis–Menten equation \( v = \frac{d k_{\text{cat}} [S]}{(K_M + [S])} \), where \( d \) is the step size of the motor, \( k_{\text{cat}} \) is the maximal turnover rate, and \( K_M \) is the substrate concentration at which the reaction rate is half-maximal. Furthermore, because mechanical force is a “product” of the reaction of a molecular motor, direct application of force makes it possible to also probe how mechanical motion and catalysis are coupled and locate the force-generating step within the cycle. Such studies have revealed details on the mechanochemical cycle of motors such as kinesin, and myosin V, prokaryotic and eukaryotic RNA polymerases, and the portal motor of bacteriophage \( \varphi \), among others. However, macroscopic kinetic parameters such as \( k_{\text{cat}} \) and \( K_M \) are only indirectly related to the microscopic rate constants connecting the numerous kinetic states that compose the reaction cycle. As a result, measurements of the velocity alone are insufficient to establish uniquely the number and type of states that compose the kinetic cycle, locate within that cycle the physical step of the motor, or determine its size.

Measurement of fluctuations about the average rate (the diffusion constant \( D \) or the related randomness parameter \( r = \frac{2Dv}{kd} \) a dimensionless measure of fluctuations) can lend significantly more information about the underlying kinetics of a system. The latter, specifically, has proven particularly powerful because it provides a lower limit on the number of rate-limiting kinetic transitions in a reaction cycle under given experimental conditions. Measurements of the randomness parameter or related quantities have been used in the study of molecular motors such as kinesin and topoisomerase II, and the bacterial DNA translocase FtsK. In analogy to the macroscopic kinetic parameters, \( k_{\text{cat}} \) and \( K_M \), it is also possible to define analogous parameters for \( r \) that further confine the
transcriptional pausing and arrest, RNA polymerases enter a reversible transitions (Figure 1b), branches off the main catalytic states that may be connected by irreversible (Figure 1a) or enzyme reactions. They can involve numerous intermediate number and value of the microscopic rate constants of the underlying kinetic cycle.

An advantage of steady-state kinetic parameters, such as the velocity and the randomness parameter, is that they do not require the measurement of the exact time each reaction cycle takes to complete. In measurements of molecular motors, for example, it is possible to extract these parameters even when the individual steps of the motor are obscured by experimental noise. Indeed, in cases in which certain features of the kinetic scheme are known a priori, the randomness parameter can be used to determine the step size of a motor without direct observation. However, if the individual steps are resolvable, then it is possible to measure the exact time between events and compile the distribution of first passage (or dwell) times, \( \psi(t) \), in addition to the distribution of step sizes \( \rho(x) \). In a rigorous sense, the first two moments of the dwell time distribution, the mean and the variance, are directly related to the mean reaction rate and its fluctuations, respectively. However, since this distribution can, in principle, generate every moment, it contains the maximal amount of kinetic information that can be extracted from the data. Dwell time distributions have been measured for molecular motors such as myosin \(^{20,21}\) and kinesin, \(^{22,23}\) the rotary motor F1-ATPase, \(^{24}\) and enzymes such as \( \beta \)-galactosidase, \(^{25}\) to name only a few.

These experimentally observed quantities (the mean velocity \( \nu \), randomness parameter \( r \), dwell time distribution \( \psi(t) \), and their associated macroscopic kinetic parameters) are used in single-molecule measurements to infer properties of the underlying kinetic cycle; however, their connection to the microscopic rate constants that compose this cycle is often quite complex. Moreover, the kinetic cycles that describe the biological processes studied by these techniques are also generally far more complex than those of simple textbook Michaelis–Menten enzyme reactions. They can involve numerous intermediate states that may be connected by irreversible (Figure 1a) or reversible transitions (Figure 1b), branches off the main catalytic pathway (Figure 1c), or parallel pathways with different reaction outcomes (Figure 1d). It is known, for instance, that during transcriptionalpausing and arrest, RNA polymerases enter a backtracked pathway consisting of numerous states, \(^{11,26}\) whereas kinesin and dynein have been observed to take forward and backward steps or steps of varying sizes, all likely corresponding to different parallel pathways with different kinetics. \(^{27–29}\) Moreover, certain metabolic enzymes are believed to fluctuate between a large number of catalytically active pathways, each with distinct rate constants. \(^{25,30,31}\) Thus, to describe these myriad behaviors, it has become essential to develop a general theoretical formalism that can calculate the quantities typically measured in single-molecule experiments for cycles of arbitrary complexity. As will be discussed in more detail below, analytical and numerical methods for performing these types of calculation have already been developed and described previously. \(^{15,30–40}\) but no single method has been used to calculate exact analytical expressions for all of these kinetic properties. In particular, the calculation of dwell time distributions for systems with the variety of stepping pathways demonstrated in Figure 1 has been limited. \(^{15,36,39,40}\)

In this article, we present a general methodology adapted from previous work \(^{33,34}\) for calculating these quantities for a wide range of kinetic systems, including all of those mentioned above. Furthermore, we also demonstrate that it is possible to use this methodology to derive exact analytical expressions for the Laplace transform of the dwell time distributions for many kinetic systems, including most branched systems for which such quantities have not been calculated previously. Finally, we end our discussion with a series of worked examples, chosen to illustrate the power of this technique and the usefulness of these kinetic parameters in the analysis of single-molecule data.

**General Formalism**

For illustration purposes in the development of this methodology, we will consider in this discussion a molecular motor that undergoes a cycle of chemical and conformational transitions in which it catalyzes a chemical reaction, such as ATP hydrolysis, and translocates along a linear track, such as actin or DNA. Typically, the track can be considered to be periodic, such that, upon completing each cycle, the motor returns to the same mechanochemical state. Transitions between states typically occur by thermal activation over an energy barrier well described by Kramers theory \(^5\) and are generally exponentially distributed in time. Thus, the progress of a molecular motor along its chemical coordinates and along its track can be modeled as a random walk in continuous time along a discrete, periodic one-dimensional lattice. \(^{37}\) Such assumptions allow for a wide class of kinetic models with different degrees of connectivity between kinetic states and between physical locations on the periodic lattice, as shown in the example systems in Figure 1. For now, we will consider a motor that undergoes a linear cycle of \( n \) reversible transitions, as denoted in Figure 1b and the following scheme:
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where \( 1 \cdots n \) are the kinetic states of the motor, and \( k_i \) and \( \tilde{k}_i \) are the rate coefficients for the forward transition from state \( i \) to \( i + 1 \) and the backward transition from \( i + 1 \) to \( i \), respectively. We will extend our analysis to more general cycles in the discussion below.

Because of the cyclical form of eq 1, we can choose without loss of generality to enumerate the states such that transitions 1 through \( n - 1 \) are catalytic and conformational steps and
transition \( n \) corresponds to the physical step of the motor along the track. Following the formalism of Koza,\(^{33,34}\) we describe the progress of the motor through its mechanochemical cycle by the probability density \( P(x_j, t) \) of occupying state \( i \) at position \( x_j \) along the track at time \( t \). The time evolution of this quantity is given by the master equation

\[
\frac{\partial P(x_j, t)}{\partial t} = -(k_i + \tilde{k}_{i-1})P(x_j, t) + k_{i-1}P(x_{j-1}, t) + \tilde{k}_iP(x_{j+1}, t) \tag{2}
\]

which is modified at the start and end of the cycle to account for transitions from the previous \( (x_{j-1}) \) and subsequent \( (x_{j+1}) \) positions along the track:

\[
\frac{\partial P(x_j, t)}{\partial t} = -(k_i + \tilde{k}_{i-1})P(x_j, t) + k_{i-1}P(x_{j-1}, t) + \tilde{k}_iP(x_{j+1}, t) \tag{3}
\]

The use of the master equation to describe the kinetics of this system implicitly assumes that the lifetimes of each state in the cycle are exponentially distributed. Although it is possible to extend this formalism to explicitly treat arbitrary lifetime distributions, such a calculation falls outside the scope of this article.

By introducing the Fourier transform of the kinetic state probability density, \( P(q, t) = \sum_{n=-\infty}^{\infty} P(x_j, t)e^{-iq\cdot x_j} \), we can express these equations concisely in matrix form,

\[
\frac{\partial}{\partial t} P(q, t) = M(q)P(q, t) \tag{4}
\]

where the vector \( P(q, t) \) and the matrix \( M(q) \) are given by

\[
P(q, t) = \begin{pmatrix}
p_1 \\
p_2 \\
p_3 \\
\vdots \\
p_n
\end{pmatrix},
M(q) = \begin{pmatrix}
-(k_i + \tilde{k}_{i-1}) & \tilde{k}_1 & 0 & \cdots & k_i\rho_+(q) \\
k_1 & -(k_2 + \tilde{k}_1) & \tilde{k}_2 & \cdots & 0 \\
0 & k_2 & -(k_3 + \tilde{k}_2) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\tilde{k}_n\rho_-(q) & 0 & 0 & \cdots & -(k_n + \tilde{k}_{n-1})
\end{pmatrix}
\]

Diagonal elements correspond to transitions out of each state, and off-diagonal elements, to transitions into each state. The generation of a physical step during a kinetic transition is included by multiplying transitions into the state to which the motor steps by the appropriate Fourier weight \( \rho_+(q) = e^{-iqd} \), for forward steps, and \( \rho_-(q) = e^{iqd} \) for backward steps, where \( d = x_{j+1} - x_j \) is the periodicity of the track or the step size of the motor. For a kinetic scheme with a distribution of step sizes, this matrix formalism can easily be extended to a continuous position variable with \( \rho(q) \), the continuous Fourier transform of the step size distribution, \( \rho(x) \), as the general weight for stepping transitions.

With the appropriate initial conditions, solution to the matrix master equation, eq 4, determines the complete time course of the motor along its mechanochemical cycle, through its multiple catalytic and conformational states, and through its discrete physical steps. In practice, single-molecule experiments do not measure the precise kinetic state in which the motor resides, only its physical position along the track; thus, we will focus on the quantity relevant to these measurements, the position probability density,

\[
P(q, t) = \sum_{i=1}^{n} P_i(q, t) \tag{6}
\]

in which these hidden kinetic states are summed over. Below, we demonstrate how to calculate this quantity and how to connect it to practical kinetic parameters, such as the mean velocity, the diffusion constant, and the full dwell time distribution or distributions.

**Calculation of the Mean Velocity and Diffusion Constant.** The mean velocity, \( v \), and the diffusion constant, \( D \), are formally defined as\(^{32}\)

\[
v = \lim_{t \to \infty} \frac{\partial}{\partial t} \langle x(t) \rangle
\]

\[
D = \lim_{t \to \infty} \frac{1}{2} \frac{\partial^2}{\partial t^2} \langle x(t)^2 \rangle - \langle x(t) \rangle^2 \tag{7}
\]

where \( \langle \cdots \rangle \) denotes the ensemble average. By nature of the Fourier transform, the moments of this distribution can be related to derivatives of \( P(q, t) \) by

\[
\langle x(t) \rangle = i \frac{\partial P}{\partial q} \bigg|_{q=0}
\]

\[
\langle x(t)^2 \rangle - \langle x(t) \rangle^2 = - \frac{\partial^2 P}{\partial q^2} \bigg|_{q=0} + \frac{\partial^2 P}{\partial q^2} \bigg|_{q=0} \tag{8}
\]

Thus, \( v \) and \( D \) are related to the first and second moments of the position probability density \( P(q, t) \), respectively. As shown by Koza,\(^{33,34}\) calculation of the velocity and diffusion constant does not require a complete solution for the probability density. Instead, it is only necessary to determine properties of the smallest of the \( n \) eigenvalues of the matrix \( M(q) \), which, for large \( q \), limits taken in eqs 7 and 8.

We adopt here a different approach that will be useful in a later analysis. Taking the Laplace transform of the matrix master equation, eq 4, and inverting it yields \( \tilde{P}(q, s) = R(q, s)^{-1}P(0) \), where \( \tilde{P}(q, s) = \int_0^\infty dt e^{-st}P(q, t) \) is the Fourier–Laplace transform of the kinetic state probability density vector, the matrix \( R(q, s) \equiv sI - M(q) \), and \( P(0) \) is the vector of initial conditions of the kinetic state probability densities. Applying the definition of the inverse matrix and carrying out the summation over kinetic state index \( i \), the Fourier–Laplace transform of the position probability density, \( P(q, s) \), takes the following form:

\[
\tilde{P}(q, s) = \frac{1}{|R(q, s)|} \sum_{i=1}^{n} C_{ij}(q, s)P_j(0) = \frac{C(q, s)}{|R(q, s)|} \tag{9}
\]

where \( |R(q, s)| \) is the determinant of \( R \) (i.e., the characteristic polynomial of \( M(q) \)), and the matrix elements \( C_{ij}(q, s) \) are the cofactors of \( R \).
There are several properties of this probability density that will be useful in later calculations. First, since \( R \) is an \( n \times n \) matrix, its determinant is an \( n \)th order polynomial in \( s \); that is,

\[
|R(q, s)| = s^n + \cdots + \alpha(q)s^2 + \beta(q)s + \gamma(q) \tag{10}
\]

where, for reasons that will become clear below, we have only written out the last three terms of the polynomial. Furthermore, from the definition of the matrix \( R \), the last term in the polynomial, \( \gamma(q) \), is simply the determinant \(-|M(q)|\). Because of conservation of probability, all of the columns of \( M \) sum to zero in the \( q \to 0 \) limit (see eq 5); thus, \( |M(0)| \) and \( \gamma(0) = 0 \).

In addition, from the definition of the Fourier transform, this limit corresponds to the integral over \( x \) in real space, which by conservation of probability must be 1. Since the Laplace transform of 1 is \( 1/s \), this implies that \( C(q = 0, s) = \langle R(0, s)/s \rangle \). Thus, although \( C(q, s) \) depends on initial conditions, \( C(0, s) \) is independent of \( P \).

As detailed in Appendix A, applying eqs 7 and 8 to the position probability density, \( \tilde{P}(q, s) \), in eq 9, given the behavior derived above, yields the simple expression

\[
\nu = -\frac{i}{\beta(0)} \left( \frac{\gamma(0)}{\beta(0)} - 2i \frac{\beta'(0)}{\beta(0)} - 2 \frac{\alpha(0)}{\beta(0)} \right) \tag{11}
\]

where \( \gamma(0) \) denotes the derivative with respect to \( q \) evaluated at \( q = 0 \). Thus, the velocity \( \nu \) depends only on the coefficients, \( \beta \) and \( \gamma \), of the lowest two orders of the polynomial \( |R(q, s)| \), and is independent of \( C(q, s) \). The same approach (see Appendix A) can be used to calculate the diffusion coefficient, \( D \),

\[
D = \frac{\gamma(0) - 2iv \frac{\beta'(0)}{\beta(0)} - 2 \frac{\alpha(0)}{\beta(0)} \gamma(0)}{2\beta(0)} \tag{12}
\]

which depends only on the coefficients for the three lowest order coefficients of the determinant, \( \alpha, \beta, \gamma \). Equations 11 and 12 were first derived by Koza\textsuperscript{33,34} using similar arguments.

The randomness parameter is defined as \( r = 2D/d \), which from eqs 11 and 12 yields

\[
r = \frac{d}{\beta(0)} \left( \frac{\gamma(0)}{\beta(0)} - 2 \frac{\beta'(0)}{\beta(0)} + 2 \frac{\alpha(0)}{\beta(0)} \gamma(0) \right) \tag{13}
\]

In cases for which the step size is not uniform, the definition of the randomness parameter must be generalized to account for this variability. As suggested by Shavevitz et al.,\textsuperscript{36} \( d \) can be replaced by \( \langle d \rangle \), the average step size, and thus, \( r = 2D/(\langle d \rangle) \).

However, as discussed in more detail below, the appropriate definition of \( r \) is ambiguous in certain circumstances, exposing a potential limitation to this kinetic parameter.

To illustrate the use of eqs 11 and 13, we return to the reversible \( n \)-state linear cycle in eq 1 and Figure 1b. Due to the predominant tridiagonal symmetry of the matrix \( R \) in this scheme, it is possible to determine these three coefficients explicitly and obtain general expressions for the velocity and diffusion constant for an arbitrary reversible linear cycle (see Appendix B). The velocity is given by

\[
\nu = \frac{1 - \prod_{j=1}^{n} K_j}{\sum_{j=1}^{n+1} \frac{1}{K_j} \left( 1 + \sum_{m=1}^{j-1} \prod_{m+1}^{n+1} K_j \right)} \tag{14}
\]

an expression first derived by Derrida\textsuperscript{32} via a different method. Here, \( K_j = k_{j-1}/k_j \) with the property that \( K_{n+1} = K_1 \) (note also that \( K_1 = k_{n+1}/k_1 \)). Due to its common usage, we derive an expression for the randomness parameter, \( r = 2D/d \), rather than the diffusion constant, \( D \), applying eq 13,

\[
r = \frac{1}{\beta(0)} \left( \frac{\gamma(0)}{\beta(0)} - 2 \frac{\beta'(0)}{\beta(0)} + 2 \frac{\alpha(0)}{\beta(0)} \gamma(0) \right) \tag{15}
\]

which is also consistent with expressions derived by Derrida.\textsuperscript{32}

While these quantities have been calculated previously via different methods, these results illustrate that this matrix methodology can address kinetic systems of arbitrary size.

**Connection to Dwell Time Distributions.** We now extend the calculation of kinetic properties with this matrix formalism to the dwell time distribution, \( \psi(t) \), the probability that the motor spends a time \( t \) at a single physical location on its track. It is important to first note that it is not always possible to describe a given kinetic scheme by a single dwell time distribution. For example, the reversible linear scheme that we have so far considered (eq 1 and Figure 1b), in which a motor can take both forward and backward steps, cannot be described by a single \( \psi(t) \) (see Figure 2). To illustrate this point, consider the sequence of kinetic transitions that must occur during a dwell
preceded by a forward step and followed by another forward step (Figure 2a). The motor starts in state 1 and makes multiple transitions to state n, where it generates a forward step, d, and returns to state 1 at the next position along the track. In contrast, in a dwell preceded by a forward step but followed by a backward step (Figure 2c), the motor starts in state 1 and may immediately take a backward step −d, or take excursions to any of the states 2 ... n before returning to state 1 and taking a backward step. Similar situations arise for the other two cases: dwells preceded by a backward step but followed by a forward (Figure 2d) or backward step (Figure 2b). Because the kinetic path taken in each case is different, it is clear that in general, the dwell times will be described by separate dwell time distributions. A similar argument was made recently by Tsyganov, Lindén, and Fisher39 and Lindén and Wallin.40

Although we will derive a connection between the position probability and the four unique dwell time distributions required to describe the dynamics of the linear cycle considered above, we will first consider, for illustrative purposes, the situation in which the transition rate for the backward step is zero, \( k_b = 0 \), and the system steps only forward (Figure 1a) is an example of such a system. In this specialized case, there is only one dwell time distribution, since the motor can step only forward, and there is a simple one-to-one correspondence between the position probability density and the dwell time distribution, concisely written in Fourier—Laplace space.41

\[
\tilde{P}(q, s) = \frac{1 - \tilde{\psi}(s)}{s(1 - \rho_+(q)\psi(s))} \tag{16}
\]

where \( \tilde{\psi}(s) \) is the Laplace transform of the dwell time distribution. Thus, if we calculate the full position probability density, \( P(q, s) \), via eq 9, we can use this relation, eq 16, to solve for \( \tilde{\psi}(s) \). \( \psi(t) \) can then be generated from \( \tilde{\psi}(s) \) using an inverse Laplace transform, although in general, this may not be necessary, since the moments of \( \psi(t) \) can be found from derivatives of \( \tilde{\psi}(s) \), as we will show below. Moreover, the calculation of the inverse transform involves finding the roots of an nth order polynomial, thus analytical solutions may not always exist.

To calculate \( \tilde{P}(q, s) \) explicitly from eq 9, we must first choose the appropriate initial condition. Since the dwell time distribution describes the first passage time from one physical step to the next, the correct initial condition is \( P_j(0) = \delta_{j1} \); that is, the system starts in state 1. In general, the appropriate initial condition is the state to which the motor steps (state 1 in Figure 1a and c, for instance). As derived in Appendix C, \( \tilde{P}(q, s) \) for an n-state irreversible linear scheme takes a remarkably simple form,

\[
\tilde{P}(q, s) = \frac{1}{s} \left( \begin{array}{c} 0 \\ \mathbf{R}(q, s) \end{array} \right) \quad \text{(17)}
\]

where \( \mathbf{R}(q, s) \) is the matrix \( (q, s) \) in which the first index denotes the type of step preceding the dwell, and the second index similarly denotes the succeeding step. Using the reversible linear cycle as illustration,

\[
\tilde{\psi}(s) = \left( \begin{array}{c} \tilde{\psi}_+(s) \\ \tilde{\psi}_-(s) \end{array} \right) = \left( \begin{array}{c} p_+\tilde{\psi}_+(s) \\ p_-\tilde{\psi}_-(s) \end{array} \right)
\]

where + and − indicate a forward and backward step, respectively, and \( p_{\pm} \) represent the probability of taking a forward or backward step given the previous step, i.e., the conditional branching probabilities. For convenience in calculation, we define the matrix \( \rho(q) \) and the vector \( \mathbf{\Psi}(s) \),

\[
\rho(q) = \left( \begin{array}{c} \rho_+(q) \\ \rho_-(q) \end{array} \right)
\]

\[
\mathbf{\Psi}(s) = \frac{1}{s} \left( \begin{array}{c} 1 - p_+\tilde{\psi}_+(s) - p_-\tilde{\psi}_-(s) \\ 1 - p_-\tilde{\psi}_+(s) - p_+\tilde{\psi}_-(s) \end{array} \right) \quad \text{(21)}
\]

As derived in Appendix D, the position probability density and the multiple dwell time distributions can be related through the following matrix equation,

\[
\tilde{P}(q, s) = \mathbf{p}_0^\dagger (\mathbf{1} - \tilde{\psi}(s)\rho(q))^{-1}\mathbf{\Psi}(s) \quad \text{(22)}
\]
where the vector $p_0$ is the vector of initial conditions. In the reversible linear cycle, for instance, $p_{0}^1 = (1, 0)$ corresponds to the motor having taken an initial forward (+) step. This formalism is general and can be used to describe any kinetic system in which $m$ types of steps are taken and the dwell time and the probability to take a given step depend on the type of step taken previously, such as the kinetic schemes depicted in Figure 1b and d. Furthermore, whereas the reversible linear cycle we consider as an example here satisfies the bottleneck property described by Lindén and Wallin (in which forward and reverse steps occur during the forward and reverse transitions between the same two states), this formalism is general and can be used to address more complex systems with steps between multiple kinetic states, such as that pictured in Figure 1d.

In the limit that the motor takes only one type of step, only one element of the dwell time distribution matrix $\psi(s)$ survives, and eq 22 can be seen to reduce to eq 16, as expected. For kinetic cycles in which $m$ types of steps can be taken but the dwell time statistics and the probability to take each type does not depend on the preceding step (i.e., uncorrelated systems such as the kinetic scheme shown in Figure 1c), eq 22 can also be simplified greatly (see Appendix D). Since there is no dependence on the preceding type of step, the first index $i$ in the dwell time distribution matrix $\psi(s)$ can be eliminated (i.e., $p_{ij} \rightarrow p_j$). Substituting the calculated expression for $\psi_j$ into eq 22 simplifies to

$$\hat{P}(q, s) = \frac{1 - \text{Tr}(\hat{\psi}(s))}{s(1 - \text{Tr}(\psi(s)p(q)))}$$

(23)

where the trace $\text{Tr}(\hat{\psi}(s)p(q))$ denotes the sum $\sum_{i=0}^{m} p_i \hat{\psi}_i(s)p(q)$, and $p_i \hat{\psi}_i(s)$, and $p(q)$ are the branching probability, the Laplace transform of the dwell time distribution, and Fourier transform of the step size distributions associated with the $i$th type of step, respectively.

For systems described by eqs 22 or 23, $\hat{P}(q, s)$ is connected to $m^2$ or $m$ dwell time distributions, respectively. Therefore, unlike simple kinetic schemes with only one type of step, extracting all the dwell time distributions from the position probability density involves a more complex procedure. We first treat the simpler case of the uncorrelated system described by eq 22. Manipulating this equation to obtain the quantity $(s\hat{P}(q, s))^{-1}$ and taking the limit that all except the $i$th step size distribution goes to zero, $\rho_{m+}(s) = 0$, yields the simple form

$$\frac{1}{s\hat{P}(q, s)} \bigg|_{(\rho_{m+})} = \frac{1 - p_i \psi_i(s)p(q)}{1 - \sum_{j=1}^{m} p_j \psi_j(s)} = a_i(s) + a_0(s) p_i(q)$$

(24)

which consists of one term independent of $\rho_i(q)$ and one linear in $\rho_i(q)$. Substituting the calculated expression for $\hat{P}(q, s)$ for that particular cycle and applying these limits, one can solve for $a_i$ and $a_0$, matching terms by their dependence on $\rho_i(q)$, and determine the dwell time distribution by $p_i \psi_i(s) = -a_i/q_0$. The individual branching probabilities, $p_i$, can be extracted using the fact that the dwell time distributions must be normalized, that is, $\psi_i(0) = 1$. Repeating this procedure for all $i = 1, \ldots, m$ determines the other dwell time distributions and branching probabilities.

A similar procedure can be applied to calculate the dwell time distributions for the correlated stepper governed by eq 22. For illustrative purposes, we consider the fully reversible linear system. We first choose the initial condition $p_0^1 = (1, 0)$, corresponding to an initial forward step, and accordingly solve for $\hat{P}(q, s)$ with state 1 as the proper initial condition (see Appendix C), $\hat{P}_1(q, s)$. Taking the limit that $\rho_{m-}(q) = 0$, $(s\hat{P}_1(q, s))^{-1}$ takes the form

$$\frac{1}{s\hat{P}_1(q, s)} \bigg|_{(\rho_{m-})} = \frac{1 - p_{--} \psi_{--}(s)p_{--}(q)}{1 - p_{--} \psi_{--}(s) - p_{++} \psi_{++}(s)} = a_{--}(s) + a_{++}(s) p_{--}(q)$$

(25)

similar to that found above, and we can solve for $p_{--} \psi_{--}(s)$ in an identical fashion, using $p_{--} \psi_{--}(s) = -a_{--}(s)/a_{++}(s)$. Choosing the other initial condition, $p_0^0 = (0, 1)$, for an initial backward step, and solving for $\hat{P}_1(q, s)$ with state $n$ as the appropriate initial condition, $\hat{P}_n(q, s)$, one can solve for $p_{--} \psi_{--}(s)$ in an analogous fashion. For a general cycle with $m$ types of steps, this procedure can be used to extract all the diagonal elements of the dwell time distribution matrix $\psi(s)$. However, the remaining $m(m - 1)$ off-diagonal dwell time distributions cannot in general be extracted by this method. Fortunately, for the reversible cycle considered here where $m = 2$, the solution to $p_{++} \psi_{++}(s)$ makes it possible to also determine the off-diagonal element $p_{--} \psi_{--}(s)$, since the above expression can be solved for $p_{--} \psi_{--}(s)$,

$$p_{--} \psi_{--}(s) = 1 - s\hat{P}_1(q, s) |_{(\rho_{m-})} - p_{++} \psi_{++}(s)(1 - s\hat{P}_1(q, s) |_{(\rho_{m-})} \rho_{--}(q)) = \frac{a_{--}(s) + a_{++}(s) - 1}{a_{++}(s)}$$

(26)

Analogously, using $\hat{P}_n(q, s)$ and $p_{--} \psi_{--}(s)$ yields $p_{--} \psi_{--}(s)$.

Using this procedure, we can write exact and remarkably simple expressions for the four dwell time distributions of the reversible linear cycle, eq 1,

$$p_{++} \psi_{++}(s) = \frac{\gamma_+}{[\mathbf{R}(s)]}$$

$$p_{--} \psi_{--}(s) = \frac{\gamma_-}{[\mathbf{R}(s)]}$$

$$p_{++} \psi_{--}(s) = \frac{\bar{k}_0 [\mathbf{R}(s)]}{[\mathbf{R}(s)]}$$

$$p_{--} \psi_{--}(s) = \frac{k_0 [\mathbf{R}(s)]}{[\mathbf{R}(s)]}$$

(27)

where $\gamma_+ = \bar{k}_1 \bar{k}_2 \cdots \bar{k}_m$ and $\mathbf{R}(s)$ and $\mathbf{R}(s)$ are defined as $n = 1 \times n - 1$ submatrices of $\mathbf{R}(q, s)$, in which the last row and column have been removed and in which the first row and column have been removed, respectively (see Appendices B and C). By taking $s = 0$, we find that the branching probabilities are

$$\gamma_+ = \frac{\gamma_+}{\gamma_+ + \gamma_- + \gamma_{+-}}$$

$$\gamma_- = \frac{\gamma_-}{\gamma_+ + \gamma_- + \gamma_{+-}}$$

$$\gamma_{+-} = \frac{\gamma_{+-}}{\gamma_+ + \gamma_- + \gamma_{+-}}$$

$$\gamma_{--} = \frac{\gamma_{--}}{\gamma_+ + \gamma_- + \gamma_{+-}}$$

(28)
where \( \gamma_{++} = k_1 k_2 \cdots k_6 \sum_{m=1}^{n-1} K_i \) and \( \gamma_{\pm} \) are defined above and in Appendix B. These expressions are consistent with those calculated previously by a different method.\(^{39}\) We use eq 27 to predict the productions for the four different dwell time distributions plotted in Figure 2.

**Example Calculations and Modeling.** The different kinetic parameters described above (mean velocity, randomness parameter, branching probabilities, and dwell time distributions) are commonly used parameters in analyzing molecular motor data. Their ability to discriminate between possible kinetic models to describe the measured data, however, varies greatly. In this section, we illustrate this point by considering possible kinetic models for a set of simulated data. We demonstrate not only the usefulness of this formalism in calculating the desired parameters of different kinetic models, but also the ways in which these parameters can be used to aid an experimenter in assessing possible kinetic models for a set of experimental data. We thus imagine an experiment that measures a molecular motor stepping along its track at varying ATP concentrations, as depicted in Figure 3a.

**Model Pathway 1: Linear Cycle.** We assume that, initially, the experimenter determines only the velocity and the randomness parameter as measures of the kinetics of the motor, plotted with three states corresponding to empty (E), ATP-bound (T), and post-hydrolysis (D). In this model, we assume that hydrolysis is followed by fast, irreversible phosphate release, and the two transitions are combined into one. Furthermore, we assume for simplicity that the translocation step (denoted by the right arrow superscripted with the letter \( d \)) occurs simultaneously with the release of ADP, here also assumed to be irreversible. For simplicity of analysis, we consider only the ATP binding transition to be reversible.

To use the above formalism to determine the kinetic parameters of interest, we first write the rate matrix \( M \) corresponding to this cycle, by applying the master equation eq 4, ensuring that transitions corresponding to a physical step of the motor, such as from state \( D_2 \) into \( E_1 \), are multiplied by \( \rho(q) = e^{-q \Phi} \) for a uniform step size, \( \Phi \). Thus, for this model cycle

\[
M(q) = \begin{pmatrix}
-k_1[T] & \tilde{k}_1 & k_3 \rho(q) \\
-\tilde{k}_1[T] & k_1 & -k_2 & 0 \\
0 & -k_2 & k_2 & 0 \\
k_1 & 0 & 0 & -k_3
\end{pmatrix}
\]

where we have expressed the rate coefficients in pseudo-first-order notation, such that the second-order ATP binding reaction in the cycle is written as a second-order rate constant multiplied by the substrate concentrations \([T]\).

The position probability density can be solved by the procedure outlined above. The appropriate initial condition is the state \( E_1 \), since this is the first state visited after the motor steps. Carrying out the algebra, \( \hat{P}(q, s) \) takes the form denoted in eq 17 with \( n = 3 \),

\[
\hat{P}(q, s) = \frac{s^2 + \alpha s + \beta}{s^3 + \alpha s^2 + \beta s + \gamma(q)}
\]

in which the coefficients \( \alpha, \beta, \) and \( \gamma \) are solved by calculating the determinant \( |R(q, s)| \) and by collecting terms of common order in \( s \). These coefficients are listed in Table 1.

---

**Figure 3.** Simulated experimental data for the kinetic scheme in model 3. (a) Observed motor motion measured in units of the step size, \( d \), and \( 1/\text{cat} \) for three concentrations of ATP: 1/10K_M, K_M, and 10K_M plotted in green, blue, and red respectively. (b) Velocity (blue circles) and randomness parameter, \( r = 2D/\text{cat} \) (red crosses), measured for different concentrations of ATP. Solid lines are predictions from the theory in model 3. (c) Branching probabilities \( p_{++}, p_{+-}, p_{-+}, p_{--}, p_{+-}, \) and \( p_{--} \) plotted as red crosses, green crosses, red circles, green circles, solid blue triangles, and open blue triangles, respectively, as a function of [ATP]. Solid lines are predictions from model 3. (d) \( \psi_{+-}(t), \psi_{-+}(t) \) for [ATP] = 1/10K_M, \( K_M \), and 10K_M in green, blue, and red, respectively. The solid black lines are predictions from model 3. All data were simulated using model 3 with \( k_1 = 36/25k_{\text{cat}}, k_2 = k_3 = 2k_{\text{cat}}, \) and \( k_4 = k_5 = 25k_{\text{cat}} \), and dwell time distributions were computed from \( \sim 10^6 \) total steps.

---

**Table 1: Coefficients of \( R(q, s) \), for Examples 1–3.**

<table>
<thead>
<tr>
<th>Example</th>
<th>( \sigma )</th>
<th>( \gamma(q)/\sigma )</th>
<th>( \beta(q)/\sigma )</th>
<th>( \alpha(q)/\sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( k_1[T]k_3 )</td>
<td>1 - \rho(q)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>( k_1[T]k_2 )</td>
<td>1</td>
<td>( 1/k_1[T]k_2 )</td>
<td>( 1/k_2[T]k_1 )</td>
</tr>
<tr>
<td>3</td>
<td>( k_1[T]k_3 )</td>
<td>1 - \rho(q) ( + \tilde{k}_1/k_3 )</td>
<td>( 1/k_1[T]k_3 )</td>
<td>( 1/k_2[T]k_1 )</td>
</tr>
</tbody>
</table>

---

\( E_1 \overset{d}{\rightarrow} T_2 \overset{d}{\rightarrow} D_3 \overset{d}{\rightarrow} E_1 \) (29)
TABLE 2: Macroscopic Michaelis–Menten Parameters in Terms of Kinetic Rates

<table>
<thead>
<tr>
<th>example</th>
<th>$\frac{1}{k_{cat}}$</th>
<th>$\frac{1}{k_{2}} + \frac{1}{k_{3}}$</th>
<th>$K_{s}/k_{cat}$</th>
<th>$\frac{1}{k_{1}(1 + k_{cat})}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$k_{cat}/[T]$</td>
<td>$K_{M}/[T]$</td>
<td>$Q_{M}/q_{cat}$</td>
<td>$Q_{M}/q_{cat}$</td>
</tr>
<tr>
<td>2</td>
<td>$p_{+}(1/k_{2} + k_{3}) + p_{-}(1/k_{2} + k_{3})$</td>
<td>$Q_{M}/q_{cat}$</td>
<td>$Q_{M}/q_{cat}$</td>
<td>$Q_{M}/q_{cat}$</td>
</tr>
<tr>
<td>3</td>
<td>$1/k_{cat}$</td>
<td>$k_{2} + 1/k_{3}$</td>
<td>$Q_{M}/q_{cat}$</td>
<td>$Q_{M}/q_{cat}$</td>
</tr>
</tbody>
</table>

Mean Velocity and Randomness Parameter. The mean velocity can be calculated from these coefficients by eq 11. Given the simplicity of the kinetic cycle, the mean velocity can be expressed in a simple, Michaelis–Menten form,

\[
\nu = \frac{d}{n} \frac{k_{cat}[T]}{K_{M}} + \frac{1}{q_{cat}} (32)
\]

which is hyperbolic in ATP concentration, asymptotically reaching a maximum value of $d_{cat}$ for $[T] \gg K_{M}$ and a half-maximal value when $[T] = K_{M}$ (solid line in Figure 3b). How these macroscopic kinetic parameters relate to the microscopic rate constants in this example cycle is evident by manipulating the Michaelis–Menten equation into its Lineweaver–Burke form,

\[
\frac{d}{n} = \frac{K_{M}}{k_{cat}[T]} + \frac{1}{q_{cat}} (33)
\]

which, by eq 11, is equal to $i d \sigma (0)$. Using the coefficients from Table 1 and matching terms with the above expression, it follows that the ATP-dependent term in $\beta/\sigma$ is equal to $k_{cat}/K_{cat}$ and the ATP-independent term corresponds to $1/k_{cat}$. Table 2 lists these parameters explicitly.

A similar analysis can be carried out for the randomness parameter using eq 13. Unlike the case of the mean velocity, there are no traditionally defined macroscopic kinetic constants for the randomness parameter. However, to express $r$ in a concise form, we have found it necessary to define two constants, $q_{cat}$ and $Q_{M}$, which, in analogy to $k_{cat}$ and $K_{M}$ in the Michaelis–Menten equation, represent an effective rate constant and a binding equilibrium constant, respectively. The connection between these constants and the microscopic rate constants and their physical meaning will be discussed shortly; for now, their definition allows $r$ to be expressed in a simple, Michaelis–Menten-like equation

\[
r = 1 - 2 \frac{k_{cat}^{2}}{q_{cat}^{2}} \frac{[T]}{K_{M} + [T]} (34)
\]

With some manipulation of this equation, its relation to the coefficients $\alpha$, $\beta$, and $\gamma$ and the rate constants of the cycle is more transparent.

\[
r = 1 - 2 \frac{q_{cat}^{2}}{K_{M} + [T]} + \frac{1}{q_{cat}} (35)
\]

Here, the denominator is clearly the expression for $d/dn$ presented above, squared. From eq 13, it follows that the numerator is divided for clarity by the product of the forward rates $\sigma = k_{1}[T]k_{2}k_{3}$.

TABLE 3: Macroscopic Randomness Parameters in Terms of Kinetic Rates

<table>
<thead>
<tr>
<th>example</th>
<th>$\frac{1}{q_{cat}}$</th>
<th>$\frac{1}{q_{cat}}$</th>
<th>$\frac{1}{q_{cat}}$</th>
<th>$\frac{1}{q_{cat}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$Q_{M}/q_{cat}$</td>
<td>$Q_{M}/q_{cat}$</td>
<td>$Q_{M}/q_{cat}$</td>
<td>$Q_{M}/q_{cat}$</td>
</tr>
<tr>
<td>2</td>
<td>$Q_{M}/q_{cat}$</td>
<td>$Q_{M}/q_{cat}$</td>
<td>$Q_{M}/q_{cat}$</td>
<td>$Q_{M}/q_{cat}$</td>
</tr>
<tr>
<td>3</td>
<td>$Q_{M}/q_{cat}$</td>
<td>$Q_{M}/q_{cat}$</td>
<td>$Q_{M}/q_{cat}$</td>
<td>$Q_{M}/q_{cat}$</td>
</tr>
</tbody>
</table>

The physical meaning of these two new macroscopic kinetic parameters is revealed from the dependence of $r$ on ATP concentration. At $[T] \gg K_{M}$, in which the catalytic transitions in the cycle are rate-limiting, $r$ takes a value of $r_{\infty} = 1 - 2k_{cat}^{2}q_{cat}^{2} \leq 1$. $r_{\infty}$ and by extension $q_{cat}$ are thus related to the number of rate-limiting catalytic transitions in the cycle.15 For instance, taking the limit that hydrolysis is very fast ($k_{2} \rightarrow \infty$), it follows that $q_{cat} \rightarrow \infty$ and $1/r_{\infty} \approx 1$, corresponding to one rate-limiting step. At the ATP concentration $[T]_{\infty} = K_{M}Q_{M} = (Q_{M} - K_{M})$, $r$ drops to a minimum value of

\[
r_{\infty} = 1 - 2 \frac{k_{cat}^{2}}{K_{M} + [T]} (36)
\]

Here, $[T]_{\infty}$ represents the concentration at which the catalytic transitions and ATP binding are equally rate-limiting. In the case that there is only one rate-limiting catalytic transition, $Q_{M} \rightarrow \infty$ and $[T]_{\infty} = K_{M}$, since this also corresponds to the point of half-maximal velocity. In general, $[T]_{\infty} > K_{M}$ if there are additional catalytic rate-limiting transitions. The minimal value $r_{\infty}$ places a bound on the total number of rate-limiting transitions in the cycle; in the case of a single catalytic rate-limiting transition, $1/r_{\infty} \approx 2$. Finally, at low $[T] \ll K_{M}$, $r_{\infty} = 1$, which corresponds to ATP binding being the one rate-limiting step in the reaction. Thus, the randomness parameter can reveal additional details of the kinetic scheme that may not be apparent in the average velocity.

Dwell Time Distribution. Although not measured directly by the experimenter in this imagined scenario, it is still useful to calculate the dwell time distribution for this system because it is an example of the simplest type of stepping mechanism. As detailed above, the Laplace transform of the dwell time distribution, $\psi(s)$, is determined from the position probability density by applying eq 16 to eq 31, yielding

\[
\psi(s) = \frac{\gamma_{+}}{s^{3} + \alpha s^{2} + \beta s + \gamma_{+}} (37)
\]

where the coefficient $\gamma_{+}$ is defined from the relation $\gamma(q) = \gamma_{+}(1 - e^{-\gamma_{+}})$. Due to the nature of the Laplace transform, it is possible to calculate moments of the dwell time distribution, $\psi(t)$, from derivatives of $\psi(s)$ evaluated at $s = 0$. The first two moments are found via

\[
\mu_{1} = \int_{0}^{\infty} t \psi(t) dt
\]

\[
\mu_{2} = \int_{0}^{\infty} t^{2} \psi(t) dt
\]

\[
\mu_{n} = \int_{0}^{\infty} t^{n} \psi(t) dt
\]

where $\mu_{n}$ is the $n$th moment of the dwell time distribution.
Applying the inverse Laplace transform to this expression with different numbers of states can produce a Michaelis-Menten-like velocity, against the observed data. Since many different kinetic schemes can also be expressed in terms of the variance and mean of the dwell times by the relation

\[
\nu = \frac{d}{\langle t \rangle} \tag{39}
\]

As demonstrated previously, and detailed in Appendix E, in the case of a uniform step size, the randomness parameter \( r \) can also be expressed in terms of the variance and mean of the dwell times by the relation

\[
r = \frac{\langle t^2 \rangle - \langle t \rangle^2}{\langle t \rangle^2} \tag{40}
\]

Using the values in Tables 1 and 2, it is simple to show that these expressions agree with the values derived above.

Because of the simple form of this model kinetic cycle, the inverse Laplace transform can be determined analytically, yielding an exact solution to the dwell time distribution in the time domain. Substituting the expressions for the coefficients \( \alpha, \beta, \) and \( \gamma_+ \) into eq 36, \( \psi(s) \) can be written explicitly as

\[
\tilde{\psi}(s) = \frac{k_1[T]k_2k_3}{(s^2 + s(2k_1[T] + k_1 + k_2) + k_1[T]k_2)(s + k_3)} \tag{41}
\]

Applying the inverse Laplace transform to this expression reveals a triexponential dwell time distribution with decay rates \( \lambda_{12} \) and \( k_s \),

\[
\psi(t) = \frac{k_1[T]k_2k_3}{(\lambda_2 - \lambda_1)(\lambda_3 - \lambda_1)} e^{-\lambda_1 t} + \frac{k_1[T]k_2k_3}{(\lambda_1 - \lambda_2)(\lambda_3 - \lambda_2)} e^{-\lambda_2 t} + \frac{k_1[T]k_2k_3}{(\lambda_1 - k_3)(\lambda_2 - k_3)} e^{-k_3 t} \tag{42}
\]

where \( \lambda_{12} \) are given by

\[
\lambda_{12} = \frac{1}{2} (k_1[T] + k_1 + k_2) \pm \frac{1}{2} \sqrt{(k_1[T] + k_1 + k_2)^2 - 4k_1[T]k_2} \tag{43}
\]

It should again be emphasized that it will not always be possible to perform the inverse Laplace transform analytically, especially with an increasing number of kinetic states.

Comparison to Data. Having calculated the velocity and randomness parameter, the experimenter can evaluate this model against the observed data. Since many different kinetic schemes with different numbers of states can produce a Michaelis-Menten-like velocity, this velocity measurement contains little information on the number or connectivity of the states in the kinetic scheme. The randomness parameter, on the other hand, provides a lower limit on the number of kinetic states, both binding and catalytic. Figure 3b illustrates that the measured randomness parameter as a function of ATP is well described by the macroscopic randomness parameter derived above, eq 33. The asymptotic value of the randomness parameter is \( r_{\text{min}} \approx 1/2 \), which suggests that at saturating [ATP], only two states are rate-limiting and that they have comparable transition rates; in this case, \( k_2 = k_3 \approx 2k_{3\text{cat}} \). The minimum value of the randomness parameter, on the other hand, is \( r_{\text{min}} \approx 1/2.5 \). A value higher than 1/3 suggests that binding is reversible, since reversible transitions tend to increase \( r \), a result that is again consistent with the model assumed here. The randomness parameter, however, does not dictate the number of kinetic states, only a lower limit, so at this point, the experimenter can only conclude that the data is consistent with this simple model, but cannot rule out more complicated models.

Model Pathway 2: Branched Cycle with Two Stepping Pathways. Closer inspection of the motor stepping traces reveals that the motor not only steps forward but also occasionally takes backward steps (see blue and green traces, Figure 3a), a result that is clearly inconsistent with the previous model. To account for the backward steps, our experimenter next considers a model cycle with two parallel branches, one to account for each direction of stepping. Upon binding ATP, the molecular motor may select one of two branches, denoted + and −, in which translocation occurs in forward steps, \( d \), or backward steps, −d:

\[
E_1 \rightleftharpoons T_2 \rightarrow D_{3+} \quad \downarrow \quad 4 \quad \downarrow \quad D_{3-} \quad \rightarrow d \quad E_1 \tag{44}
\]

As before, translocation in each branch occurs during an irreversible ADP release transition. This scheme could describe a motor with two different "gears", allowing it to step forward by \( d \) or backward by −d, or more generally, by steps of different size \( d_+ \) and \( d_- \). In the limit that one step size is set to zero, for instance, the corresponding branch could represent a pathway for futile hydrolysis, in which the energy from ATP hydrolysis is not utilized to generate mechanical motion. Note that this model allows the rates of each branch to be distinct.

We calculate the kinetic parameters for this cycle by writing the rate matrix, as before, enumerating the matrix elements in the order: 1, 2, 3+, 3−:

\[
\begin{pmatrix}
-k_1[T] & k_2 & k_{3\text{cat}} \\
0 & k_1[T] & -(k_2 + k_2 + \tilde{k}_1) \\
0 & k_2 & -k_{3\text{cat}} \\
0 & 0 & -k_{3\text{cat}}
\end{pmatrix} \tag{45}
\]

where \( \rho_{q\pm}(q) = e^{\mp qd} \) are the Fourier transforms of uniform forward (+) and backward (−) steps of size \( d \).

Although there are now two stepping transitions, the position probability density \( \tilde{P}(q, s) \) can be shown by the same procedure outlined in Appendix C to take the form

\[
\tilde{P}(q, s) = \frac{s^3 \cdots + \alpha s + \beta(0)}{s^4 \cdots + \alpha s^2 + \beta(q)s + \gamma(q)} \tag{46}
\]

in which the proper initial condition is state \( E_1 \). In contrast to the linear cycle discussed in model 1, a feature of this branched pathway is that both coefficients \( \beta \) and \( \gamma \) depend on \( q \). For purposes that will be evident further below, we express in Table 1 the coefficients \( \alpha, \beta(q), \) and \( \gamma(q) \) divided by the factor \( \sigma = k_1[T](k_2 + k_2 -)k_3 + k_3 \) and define the quantities \( p_{\pm} \) as

\[
p_{\pm} = \frac{k_{2\pm}}{k_{2+} + k_{2-}} \tag{47}
\]
such that \( p_+ + p_- = 1 \). As we will demonstrate below, these represent the probabilities of taking the + or – branch. It can be verified that taking the limits \( k_{22} = k_{12} = 0 \), equivalent to removing the two transitions between states \( T_2 \) and \( D_{2+} \) and \( D_{2-} \) and \( E_1 \) in the cycle, \( p_+ = 1 \) and \( p_- = 0 \), and the coefficients reduce to those for the linear cycle in model 1, as expected.

**Mean Velocity and Randomness Parameter.** Calculating the mean velocity from the position probability density by eq 11 again yields a simple Michaelis–Menten expression,

\[
v = \langle d \rangle \frac{k_{\text{cat}}[T]}{K_M + [T]} \tag{48}
\]

where \( \langle d \rangle = (p_+ - p_-)d \). The parameters \( k_{\text{cat}} \) and \( K_M \) can be related to the rate constants of the cycle by following the same procedure as in model 1 and are listed in Table 2.

For this cycle, the appropriate definition for the randomness parameter is ambiguous. Since the motor can step forward and backward, \( r \) may be defined either in terms of the magnitude of the step size, \( d \), or its average, \( \langle d \rangle \), at the discretion of the experimenter. In a more general case where the step sizes in each branch, \( d_{+} \) and \( d_{-} \), are arbitrary, the definition using \( \langle d \rangle \) would appear necessary. Here, however, since the magnitude of the step is the same, only its direction is different, it is possible to use \( r = 2D/d \), which is the definition used in Figure 3b. In this fashion, the randomness parameter for the branched system has a general form very different from that found in the previous model,

\[
r = \frac{1}{p_+ - p_-} - 2\frac{k_{\text{cat}}^2 [T](Q_M + [T])}{q_{\text{cat}}^2 (K_M + [T])^2} (p_+ - p_-) + 4\frac{k_{\text{cat}} [T]}{q_{\text{cat}} K_M + [T]} \tag{49}
\]

with \( Q_M/q_{\text{cat}}^2 \), \( 1/q_{\text{cat}}^2 \), and \( 1/q_{\text{cat}}' \) listed in Table 3. Note that in contrast to the randomness parameter in the previous model, \( r_0 > 1 \) in the limit that \( [T] \ll K_{\text{M}} \), since \( p_+ - p_- < 1 \).

**Dwell Time Distributions.** In this example, it is clear that there is no unique dwell time distribution to describe the stepping time statistics because there are two separate branches from which the motor can translocate, each with a unique lifetime. It is thus necessary to utilize a generalized form of eq 16 to connect the position probability density, \( P(q, s) \), to multiple dwell time distributions. Inspection of this cycle reveals that the choice of dwell time distribution depends only on the step succeeding the dwell; thus, the steps in this system are uncorrelated, and only two distributions \( \tilde{\psi}_{\pm}(s) \) are necessary, each corresponding to one of the branches. (As an interesting aside, if the stepping transitions occur between the kinetic states \( T_2 \) and \( D_{2\pm} \), the statistics of the steps are correlated, and four dwell time distributions are needed to describe the behavior of the system.) The appropriate generalization of eq 16 to use for uncorrelated systems is eq 23, which in this case becomes

\[
\tilde{P}(q, s) = \frac{1 - p_+ \tilde{\psi}_+(s) - p_- \tilde{\psi}_-(s)}{s(1 - p_+ q_+ \tilde{\psi}_+(s) - p_- q_- \tilde{\psi}_-(s))} \tag{50}
\]

As we will demonstrate shortly, the quantities \( p_\pm \) are identical in form to those defined above in eq 47. Using the method described above to determine dwell time distributions from the position probability density for a system with multiple stepping branches, we find that

\[
p_{\pm} \tilde{\psi}_{\pm}(s) = \frac{\beta_{\pm} s + \gamma_{\pm}}{s^4 + \alpha s^2 + (\beta_+ + \beta_- + \beta(0)) s + (\gamma_+ + \gamma_-)} \tag{51}
\]

where the coefficients \( \gamma_{\pm}, \beta_{\pm}, \) and \( \beta(0) \) are related to \( \gamma(q) \) and \( \beta(q) \) by the relations \( \gamma(q) = \gamma_+ (1 - e^{-q}) + \gamma_- (1 - e^{+q}) \) and \( \beta(q) = \beta_+ (1 - e^{-q}) + \beta_- (1 - e^{+q}) + \beta(0) \). Since \( \tilde{\psi}_{\pm}(0) = 1 \), taking the limit \( s = 0 \) reveals the form of the branching probabilities \( p_{\pm} \),

\[
p_{\pm} = \frac{\gamma_{\pm}}{\gamma_+ + \gamma_-} \tag{52}
\]

which reproduces the values in eq 47. Thus, the dwell time distribution for each branch and the probabilities of taking each branch easily derive from the position probability density, illustrating the power and usefulness of this formalism.

Because there are two dwell time distributions, the connection between their moments and the velocity as derived from the position probability density is more complex than in model 1. Nevertheless, it is easy to demonstrate that \( v \) can also be calculated from the first moments \( \langle t \rangle \) of the distributions \( \tilde{\psi}_{\pm}(s) \). As detailed in Appendix E, the velocity is given by

\[
v = \langle d \rangle \langle t \rangle \tag{53}
\]

as expected, since the average time to complete the cycle is simply \( \langle t \rangle = p_+ \langle t_+ \rangle + p_- \langle t_- \rangle \).

The relation between the randomness parameter of the entire cycle and the moments of the individual dwell time distributions is also more complex than in the previous examples (see Appendix E). It can be shown that

\[
r = \frac{1}{p_+ - p_-} + \frac{\langle t^2 \rangle}{\langle t \rangle^2} (p_+ - p_-) - 2 \frac{p_+ \langle t_+ \rangle - p_- \langle t_- \rangle}{\langle t \rangle} \tag{54}
\]

where \( \langle t^2 \rangle = p_+ \langle t_+^2 \rangle + p_- \langle t_-^2 \rangle \). A similar relation containing the first two terms of eq 54 was derived previously;\(^5\) in contrast to these published results, eq 54 also contains a third term with a more complex dependence on branching probabilities and dwell times, which directly results from the fact that steps occur in different branches with different kinetics. In the limit that the mean time in each branch \( \langle t_\pm \rangle \) is identical, the step size is then uncoupled from the dwell time: only one dwell time distribution is necessary to describe the stepping statistics of the motor, and the expressions for \( r \) simplify to those derived previously.\(^5\)

Again, due to the simplicity of the model kinetic cycle, it is possible to calculate the inverse Laplace transform of \( p_{\pm} \tilde{\psi}_{\pm}(s) \) directly. Substituting the coefficients into eq 51, it is possible to write

\[
p_{\pm} \tilde{\psi}_{\pm}(s) = \frac{k_1[T] k_{2\pm} k_{3\pm}}{(s^2 + s(k_1[T] + k_1 + k_{2\pm} + k_{2\mp}) + k_1[T] (k_{2\pm} + k_{2\mp}))(s + k_{3\pm})} \tag{55}
\]

which, upon taking the inverse Laplace transform, yields the following triexponential,
Following the procedure outlined above and in Appendix C, we calculate the position probability density. In contrast to the previous two models, two initial conditions are appropriate here: state $E_1$, which would follow a forward step, and state $D_3$, which would follow a backward step. Although the choice of initial conditions does not affect the mean velocity and randomness parameter as demonstrated above, it is relevant for calculating the dwell time distribution. The position probability densities are thus given by

$$\hat{p}_+(q, s) = \frac{s^2 + \alpha s + \beta(0)}{s^3 + \alpha s^2 + \beta(q)s + \gamma(q)} - \frac{k_3(1 - \rho_+(q))(s + k_2 + \bar{k}_1)}{s^3 + \alpha s^2 + \beta(q)s + \gamma(q)}$$

$$\hat{p}_-(q, s) = \frac{s^2 + \alpha s + \beta(0)}{s^3 + \alpha s^2 + \beta(q)s + \gamma(q)} - \frac{k_3(1 - \rho_-(q))(s + k_1[T] + k_2 + \bar{k}_1)}{s^3 + \alpha s^2 + \beta s + \gamma(q)}$$

where the subscript $+$ and $-$ denote that the initial condition corresponds to a forward or backward step, respectively. The coefficients $\alpha$, $\beta$, and $\gamma$ are listed in Table 1, normalized by the product of the forward rates $\gamma = k_1[T]k_3$. The mean velocity and randomness parameter are calculated from the position probability density by the same procedure used in models 1 and 2. Despite the possibility of backward steps in this model, the mean velocity is identical in form to that found in the previous models with $k_{3a}$ and $K_3$ given in Table 2. Surprisingly, the randomness parameter also has the same form as that in model 1, eq 34, provided the definition $r = 2D/v$ is used. The parameters $q_{4a}$ and $Q_3$ are listed in Table 3.

Dwell Time Distributions. As in model 2, multiple dwell time distributions are necessary to describe the kinetics of this model. However, unlike the case of the previous branched cycle in which the choice of dwell time distribution depends only on the step succeeding the dwell, here, this choice depends on both the preceding and succeeding steps and, thus, involves four dwell time distributions. As a result, it is necessary to use the matrix formalism developed to address systems with correlated stepping statistics (eq 22) to extract these quantities from the position probability density. As described above, the distributions for dwells occurring between two forward steps, $\hat{\psi}_{++}(s)$, and between a forward and backward step, $\hat{\psi}_{+-}(s)$, are calculated from the position probability density $P_+(q, s)$ (eq 60), whose initial condition corresponds to an initial forward step. Following the procedure outlined in the text, we evaluate $P_+(q, s)$ in the limit $p_-(q) = 0$ and extract the dwell time distributions,

$$p_{++}\hat{\psi}_{++}(s) = \frac{\gamma_+}{s^3 + \alpha s^2 + (\beta_+ - \beta(0))s + (\gamma_+ + \gamma_-)}$$

$$p_{+-}\hat{\psi}_{+-}(s) = \frac{\beta_+ s + \gamma_+ + \bar{k}_3(s + k_2 + \bar{k}_1)}{s^3 + \alpha s^2 + (\beta_+ + \beta(0))s + (\gamma_+ + \gamma_-)}$$

where the coefficients $\gamma_+$, $\gamma_-$, $\beta_+$, and $\beta(0)$ are related to $\gamma(q)$ and $\beta(q)$ by the relations $\gamma(q) = \gamma_+(1 - \rho_+(q)) + \gamma_-(1 - \rho_+(q)\rho_-(q))$ and $\beta(q) = \beta_+(1 - \rho_+(q)\rho_-(q)) + \beta(0)$. The quantities $p_{++}$ correspond to the probabilities of following a forward step with a forward or backward step, respectively, and are determined by taking the limit $s = 0$. 

The random step model that does not produce correlated stepping.

Model Pathway 3: Cycle with Reversible Stepping Transition. With the observation that the steps of the molecular motor are correlated, the experimenter now considers a simple modification to the initial model that introduces the possibility of backward steps in a fashion that produces correlated stepping statistics. Here, the kinetic cycle is nearly identical to that in model 1, with the exception that the product release transition is now reversible.

$$E_1 \leftrightarrow T_2 \rightarrow D_3 \xrightarrow{s/d} E_1$$

Note, however, that the entire cycle is not reversible due to the irreversible hydrolysis transition, a feature of this model motivated experimentally by the fact that the experimenter never observes two successive backward steps. The corresponding rate matrix is only minimally different from that found in model 1, incorporating a rate, $\bar{k}_3$, and weight, $p_-(q) = e^{q_{4a}}$, for backward steps.

$$M(q) = \begin{pmatrix}
-(k_1[T] + \bar{k}_3) & \bar{k}_1 & k_3 p_-(q) \\
\bar{k}_1[T] & -(k_2 + \bar{k}_3) & 0 \\
k_{3a} p_-(q) & k_2 & -k_3
\end{pmatrix}$$

Comparison to Data. With the calculated kinetic parameters, the experimenter can now determine if such a model is consistent with the observed data. Although the velocity has the same Michaelis-Menten form as in the previous model, the randomness parameter has a more complex behavior. Notably, the asymptotic value of $r$ at low $[ATP]$ exceeds 1 for this model, which is not consistent with the observed data (see Figure 3b). However, it should be noted that measurements of the randomness parameter can be noisy, and it may not always be simple to determine if the asymptotic value of $r$ is consistent with a value equal to or larger than 1, as seen in Figure 3b.

A more unequivocal test of this model is to consider the probabilities of forward and backward stepping. The ability to detect the discrete steps of the motor allows the experimenter to measure directly the probabilities of taking a forward or a backward step, $p_{\pm}$, and the probabilities of observing pairs of steps $p_{\pm\pm}$ as a function of $[ATP]$ (see Figure 3c). If the steps are uncorrelated, as in the model considered here, then the probability of taking two steps in succession should simply be the product of the probability of taking each step, that is, $p_{\pm\pm} = p_{\pm}p_{\pm}$. This is clearly not the case for the observed branching probabilities, since $p_-$ is finite, whereas $p_{+-}$ is zero for all $[ATP]$. Thus, without measuring a single dwell time distribution, the experimenter can rule out not only this model but also any kinetic model that does not produce correlated stepping.

Kinetic Models of Macromolecular Dynamics

$P_{\pm}\hat{\psi}_{\pm}(t) = \frac{k_1[T]k_{3a}k_{3\beta}}{(\lambda_2 - \lambda_1)(k_{3\beta} - \lambda_1)} e^{-\lambda_1 t} + \frac{k_1[T]k_{3a}k_{3\beta}}{(\lambda_2 - \lambda_1)(k_{3\beta} - \lambda_2)} e^{-\lambda_2 t} + \frac{k_1[T]k_{3a}k_{3\beta}}{(\lambda_1 - k_{3\beta})(k_{3\beta} - \lambda_2)} e^{-k_{3\beta} t}$

where

$$\lambda_{1,2} = \frac{1}{2}(k_1[T] + \bar{k}_1 + k_{2+} + k_{2-}) \pm \frac{1}{2} \sqrt{(k_1[T] + \bar{k}_1 + k_{2+} + k_{2-})^2 - 4k_1[T](k_{2+} + k_{2-})}$$

Model Pathway 3: Cycle with Reversible Stepping Transition. With the observation that the steps of the molecular motor are correlated, the experimenter now considers a simple modification to the initial model that introduces the possibility of backward steps in a fashion that produces correlated stepping statistics. Here, the kinetic cycle is nearly identical to that in model 1, with the exception that the product release transition is now reversible.

$E_1 \leftrightarrow T_2 \rightarrow D_3 \xrightarrow{s/d} E_1$
The corresponding stepping probabilities are given by
\[ p_{++} = \frac{k_1[T]k_2}{k_1[T]k_2 + (k_2 + \tilde{k}_1)k_3} \]
\[ p_{+-} = \frac{(k_2 + \tilde{k}_1)k_3}{k_1[T]k_2 + (k_2 + \tilde{k}_1)k_3} \]
\[ p_{--} = 1 \quad (68) \]

In the time domain, the three dwell time distributions take the form
\[ p_{++}\psi_{++}(t) = \frac{k_1[T]k_2k_3}{(\lambda_1 - \lambda_1)(\lambda_3 - \lambda_1)} e^{-\lambda_1 t} + \frac{k_1[T]k_2k_3}{(\lambda_1 - \lambda_2)(\lambda_3 - \lambda_2)} e^{-\lambda_2 t} + \frac{k_1[T]k_2k_3}{(\lambda_1 - \lambda_3)(\lambda_3 - \lambda_1)} e^{-\lambda_3 t} \]
\[ p_{+-}\psi_{+-}(t) = \frac{(k_2 + \tilde{k}_1 - \lambda_1)k_3}{(\lambda_1 - \lambda_1)} e^{-\lambda_1 t} + \frac{(k_2 + \tilde{k}_1 - \lambda_2)k_3}{(\lambda_1 - \lambda_2)} e^{-\lambda_2 t} + \frac{(k_2 + \tilde{k}_1 - \lambda_3)k_3}{(\lambda_1 - \lambda_3)} e^{-\lambda_3 t} \]
\[ p_{--}\psi_{--}(t) = k_3 e^{-k_3 t} \quad (69) \]
with
\[ \lambda_{1,2} = \frac{1}{2}(k_1[T] + \tilde{k}_1 + k_2 + \tilde{k}_3) + \frac{1}{2} \sqrt{(k_1[T] + \tilde{k}_1 + k_2 + \tilde{k}_3)^2 - 4(k_1[T]k_2 + \tilde{k}_3(k_1 + k_2))} \quad (70) \]

**Comparison to Data.** As seen from these calculations, although very different in the stepping behavior from model 1, this model produces exactly the same velocity and randomness parameter, illustrating the limitations of these kinetic measures. However, with the ability to observe steps of the motor directly, the experimenter can now calculate histograms of the dwell times. Since the system clearly displays correlated stepping behaviors from the branching probabilities, it is necessary to keep track of the preceding and succeeding step when collecting dwell times. These distributions are plotted in Figure 3d for steps at three different ATP concentrations. If the quality of these distributions is high enough, then the experimenter can in principle fit them to determine how many exponentials sum to create the observed dwell distribution. This number is the exact number of kinetic states in the system. Moreover, by investigating how these distributions change with [ATP], the experimenter can learn something about the connectivity of these states. For example, the observed dwell time distributions \( \psi_{++}(t) \) (Figure 3d), \( \psi_{+-}(t) \) (Figure 3e), and \( \psi_{--}(t) \) (Figure 3f) are well-described by the sums of three, two, and one exponential, respectively. The fact that \( \psi_{--}(t) \) is well-described by a single exponential implies that the only kinetic transition that occurs during the dwell preceded by a backward step and followed by a forward step is the stepping transition itself. In addition, \( \psi_{--}(t) \) is independent of [ATP], which implies that the stepping transition cannot be the binding of ATP. These two facts confirm the position of the irreversible transition and that of the stepping transition in the kinetic cycle considered here. Furthermore, the fact that \( \psi_{++}(t) \) is described by two additional exponentials with unique decay rates and that \( \psi_{+-}(t) \) is described by all three of the observed exponential decay rates confirms that the number of states in the underlying kinetic model is three. Given this
data, the experimenter can conclude that model 3 is an excellent model for the underlying behavior of the molecular motor.

It is in this fashion that the dwell time distributions provide the experimenter with the most information on the behavior of a molecular motor. However, it should be noted that fitting these distributions will require a large numbers of steps to accurately measure the distribution and distinguish exponential decays that have similar decay rates. Furthermore, kinetic transitions that are faster than the time resolution of the measurement will not be present in the measured distributions. All of these situations, however, are inherent limitations to any measure of the fluctuations of a kinetic system.

**Conclusions**

In this article, we have extended a matrix methodology first proposed by Koza\(^{33}\) that is based on the master equation to solve the kinetics of a molecular motor undergoing cycles of arbitrary complexity. By formulating the problem in Fourier–Laplace space, we have derived a simple matrix representation for the system and have shown how it can be used to solve for the position probability density \( \tilde{P}(q, s) \). From this quantity, we can derive not only all the kinetic parameters typically associated with bulk and single-molecule experiments, such as the velocity \( v \), but also quantities uniquely derivable from single-molecule experiments, such as the randomness parameter \( r \), the branching probabilities, and the dwell time distributions \( \rho(s) \). Furthermore, through this formalism, we can connect the microscopic rates of these cycles to the macroscopic parameters, \( k_{\text{cat}} \) and \( K_M \), derivable from traditional bulk or single-molecule measurements and propose analogous parameters for the randomness parameter, \( q_{\text{cat}} \) and \( Q_M \), which should allow classification of kinetic schemes on the basis of their fluctuation characteristics. Although we have explicitly treated the case of a motor for illustrative purposes, it is important to note that one need not associate the discrete step \( d \) in our formalism with a necessarily physical motion. This step can just as easily represent product formation or a conformational change at the completion of a chemical reaction that may or may not be coupled to a mechanical task. Thus, the methodology described here can be extended to a large variety of kinetic processes.

Several alternative analytical methods for treating complex kinetics schemes have been developed and described previously.\(^{15,32,33,36,37}\) One approach, using a methodology first developed by Derrida for treating one-dimensional diffusion in random media,\(^{32}\) has been used to calculate general expressions for the velocity and diffusion constant for a wide range of kinetic schemes (systems with parallel paths,\(^{42,43}\) arbitrary off-pathway branches, or deaths\(^{35}\) and has been modified to include states with arbitrary lifetimes;\(^{44}\) however, this technique has not been reported to yield dwell time distributions. Another type of analytical method calculates the dwell time distribution directly using a recursive algorithm and derives the velocity and randomness parameter from its moments.\(^{36}\) However, as we have shown here, a wide class of kinetic schemes—systems with multiple parallel kinetic pathways with different step sizes (model 2) or, more generally, systems in which the dwell time statistics depend on both the preceding and succeeding step (model 3)—cannot be described by a single dwell time distribution, a situation not addressed with this method. Recently, a third method for calculating dwell time distributions in a reversible system, such as the one considered above, was developed in which the dwell time distributions were derived by finding the eigenvalues of the rate matrix for a reduced master equation with absorbing boundary conditions.\(^{40}\) This method is similar to the one proposed here; however, because it works in the time domain, it requires the calculation of the eigenvalues of the rate matrix in order to calculate analytical expressions for the dwell time distributions, which may not be possible for systems with large numbers of internal kinetic states.

Our methodology, in contrast, can accommodate all these types of complex kinetic cycles and yield, in a straightforward fashion, analytical expressions for all the kinetic parameters typically accessible through bulk and single-molecule experiments. Because the methodology introduced here is based on matrix algebra, it is particularly amenable to implementation with computer algebra programs. As we have shown, in cycles in which the system steps irreversibly, it is only necessary to calculate the characteristic polynomial of the rate matrix \( M \) to determine the position probability density and dwell time distribution, and only its three lowest-order coefficients are necessary to calculate the velocity and randomness parameter, simple operations that can be carried out analytically by many computer programs. The latter point is significant because the amount of algebra involved in calculating these kinetic parameters increases dramatically with the number of kinetic states. Moreover, because the calculation of the position probability density requires at most the calculation of a matrix inverse, as opposed to the \( n \) eigenvalues of the system, this method can be easily extended to kinetic systems and, thus, matrices of arbitrary size. Finally, by working in Laplace space, our method provides exact, closed-form solutions for the Laplace transform of the dwell time distributions for a much wider class of kinetic schemes than previously reported, and although the calculation of the inverse Laplace transform requires solution of essentially the same eigenvalue problem as a direct solution in the time domain, this may not be necessary, since the Laplace transform of the dwell time distributions can yield exact expressions for all of the moments of that distribution.

As single-molecule techniques continue to unravel the details of molecular motion, it has become clear that many systems display kinetic behaviors that cannot be captured by simple kinetic schemes, and the need arises for the development of theoretical tools to calculate the properties of very general kinetic models. We have shown that our methodology can be applied to a large class of kinetic systems, including branched kinetic schemes that take multiple types of steps. Recent technical innovations\(^3\) have improved the resolution of single-molecule techniques to the point that in the future, it will be possible to observe the steps of nearly all molecular motors and determine dwell time distributions directly. The promise of precision fits to dwell time distributions, with the ability to determine the intricate details of the kinetic cycle of the system, is the exciting future of single-molecule measurements.

**Appendix A: Derivation of Velocity and Randomness Parameter**

The general form of the Fourier–Laplace transform of the position probability density, eq 9, allows us to derive general relations for the velocity and diffusion coefficient as defined by eq 7. Applying eq 8 to eq 9, we calculate the average position in Laplace space,

\[
\langle \tilde{x}(s) \rangle = i \frac{\partial \tilde{P}(q, s)}{\partial q} \bigg|_{q=0} = i \tilde{C}(0, s) \frac{i \tilde{R}(0, s)}{s \tilde{R}(0, s)} - \frac{\partial \tilde{R}(0, s)}{\partial q} \bigg|_{q=0}
\]

(A1)
and the average square of the position in Laplace space,
\[
\langle \dot{x}^2(s) \rangle = - \frac{\partial^2 \hat{p}(q, s)}{\partial q^2} \bigg|_{q=0} - \frac{\dot{C}(0, s)}{|R(0, s)|} + \frac{2\dot{C}(0, s)|\dot{R}(0, s)|}{|R(0, s)|^2} + \frac{s|\ddot{R}(0, s)|^2}{2s|R(0, s)|^2} \tag{A2}
\]
where we have used the property that \(C(0, s) = |R(0, s)|s\), as discussed in the text.

Calculating \(v\) and \(D\) requires taking the inverse Laplace transform of these expressions using the Bromwich integral, which is calculated by evaluating the residues at the poles of each term. For instance,
\[
\langle \dot{x}(t) \rangle = \frac{1}{2\pi i} \int_{-\infty}^{\infty} ds e^{st} \hat{x}(s) = \sum_j \text{Res}(e^{st}\hat{x}(s)); -p_j = \sum_j \lim_{s \rightarrow -p_j} \frac{1}{(m_j - 1)!} \frac{d^{m_j-1}}{ds^{m_j-1}}(s + p_j)^{m_j} e^{st}(s) \tag{A3}
\]
for the mean position \(\langle \dot{x}(s) \rangle\), where \(-p_j\) are its poles of order \(m_j\). In general, this procedure is quite different because of the complex dependence of both \(C(q, s)\) and \(|R(q, s)|\) on \(s\). However, as stated in eq 7, we are only concerned with the long time limit, \(t \rightarrow \infty\), where most terms vanish as \(e^{-\beta t} \rightarrow 0\), and only the pole at \(s = 0\) contributes to the sum. Thus, we can write for a general function \(f(t)\),
\[
\lim_{t \rightarrow \infty} f(t) = \text{Res}(e^{st}\tilde{f}(s); s = 0) = \lim_{s \rightarrow 0} \frac{d^{m-1}}{ds^{m-1}}(s^m e^{st}\tilde{f}(s)) \tag{A4}
\]
where \(m\) is the order of a pole at \(s = 0\), and a sum over all such poles is implicit.

This observation makes the evaluation of the inverse Laplace transform much more tractable. Writing out the terms of the determinant \(|R(q, s)|\) in the mean position explicitly,
\[
\langle \dot{x}(s) \rangle = \frac{ic(0, s)}{s(\cdots + \alpha(0)s + \beta(0))} - \frac{i\beta(0)}{\beta(0)} - \frac{i\gamma(0)}{\alpha(0)} - \frac{i\gamma(0)}{\beta(0)} \tag{A5}
\]
it is evident that \(\langle \dot{x}(s) \rangle\) exhibits a pole of order 1 and a pole of order 2 at \(s = 0\). Applying eq A4 to each term, it follows that
\[
\lim\limits_{t \rightarrow \infty} \langle \dot{x}(t) \rangle = \frac{ic(0, 0)}{\beta(0)} - \frac{i\beta(0)}{\beta(0)} - \frac{i\gamma(0)}{\alpha(0)} - \frac{i\gamma(0)}{\beta(0)} \tag{A6}
\]
and the velocity is simply obtained from the time derivative,
\[
\dot{v} = \lim_{t \rightarrow \infty} \frac{\partial}{\partial t} \langle \dot{x}(t) \rangle = - \frac{i\gamma(0)}{\beta(0)} \tag{A7}
\]
which is eq 11 in the text. Note that the time derivative could also have been applied directly to eq A4 before evaluating the residue, leading to the following relation:
\[
\lim_{t \rightarrow \infty} \frac{\partial}{\partial t} f(t) = \text{Res}(se^{st}\tilde{f}(s); s = 0) = \lim_{s \rightarrow 0} \frac{1}{(m - 1)!} \frac{d^{m-1}}{ds^{m-1}}(s^{m+1}e^{st}\tilde{f}(s)) \tag{A8}
\]
It is easy to show that this equation also reproduces eq 11 for the velocity.

We will use this latter relation to evaluate the time derivative of the inverse Laplace transform of \(\langle \dot{x}(s)^2 \rangle\). As above, we expand the determinant \(|R(q, s)|\) to lowest orders in \(s\)
\[
\langle \dot{x}^2(s) \rangle = \frac{-\dot{C}(0, s)}{s(\cdots + \alpha(0)s + \beta(0))} + \frac{2\dot{C}(0, s)(\cdots + \beta(0)s + \gamma(0))}{s^2(\cdots + \alpha(0)s + \beta(0))^2} + \frac{4\alpha(0)\gamma(0)^2}{\beta(0)^3} - \frac{2\gamma(0)^2}{\beta(0)^2} \tag{A9}
\]
Applying eq A8, the poles of first order do not contribute to the time derivative, and
\[
\lim\limits_{t \rightarrow \infty} \frac{\partial}{\partial t} \langle x(t)^2 \rangle = \frac{2\dot{C}(0, 0)}{\beta(0)} \frac{\dot{\gamma}(0)}{\beta(0)} + \frac{4\alpha(0)\gamma(0)^2}{\beta(0)^3} - \frac{2\gamma(0)^2}{\beta(0)^2} \tag{A10}
\]
The diffusion coefficient can be calculated by making the following algebraic manipulation to eq 7:
\[
2D = \lim_{t \rightarrow \infty} \left( \frac{\partial}{\partial t} \langle x(t)^2 \rangle - 2\langle x(t) \rangle \frac{\partial}{\partial t} \langle x(t) \rangle \right) \tag{A11}
\]
Substituting eqs A6, A7, and A10, it follows that
\[
2D = \frac{\dot{\gamma}(0)}{\beta(0)} - \frac{2\gamma(0)}{\beta(0)} + \frac{2\alpha(0)\gamma(0)^2}{\beta(0)^3} \tag{A12}
\]
which is equivalent to eq 12 listed in the text.

Appendix B: Calculation of \(|R(q, s)|\) for an \(n\)-State Linear Cycle

Let \(d_j\) be the determinant of a \(j \times j\) submatrix of \(R\) starting at the upper left element. The first such determinant is simply \(d_1 = s + k_1 + \tilde{k}_n\). The second is related to \(d_1\) by the relation \(d_2 = (s + k_2 + k_1)d_1 - k_1\tilde{k}_2\). In general, each determinant \(d_j\) follows from the previous two determinants in the series, \(d_{j-1}\) and \(d_{j-2}\), by the following recursion relation
\[
d_j = (s + k_j + \tilde{k}_{j-1})d_{j-1} - k_{j-1}\tilde{k}_j d_{j-2} \tag{B1}
\]
where \(j = 1, 2, \ldots, n\). Note that the \(n\)th determinant in the series, \(d_n\), is not equal to \(|R(q, s)|\) because the elements at the upper right and lower left of the matrix \(R\) break its tridiagonal symmetry. To account for these elements, we define a second determinant, \(d_j^*\), starting one element below and one to the right of the upper left corner of the matrix; that is, \(d_1^* = s + k_2 + \tilde{k}_1\), \(d_2^* = (s + k_3 + k_2)d_1^* - k_1\tilde{k}_2\), etc. Its recursion relations are given by
\[
d_j^* = (s + k_{j+1} + \tilde{k}_j)d_{j-1}^* - k_{j-1}\tilde{k}_j d_{j-2}^* \tag{B2}
\]
for \(j = 1, 2, \ldots, n - 1\). The full \(n \times n\) determinant, \(|R(q, s)|\), is thus given by
\[
|R(q, s)| = d_n - d_{n-2}^*k_1\tilde{k}_n\rho_n(q)\rho_{-n}(q) - k_2\tilde{k}_3 d_{n-3}^* \cdots k_n\rho_n(q) - \tilde{k}_1k_2 \cdots \tilde{k}_n\rho_{-n}(q) \tag{B3}
\]
Closer inspection of eqs B1–B3 reveals some important properties of the determinants: \(d_j\) and \(d_j^*\) are \(j\)th order polynomials in \(s\) and are independent of \(q\). As a result, the \(q\)
dependence of $|R(q, s)|$ results explicitly from the last three terms containing $\rho_+(q)$ and $\rho_-(q)$ in eq B3. Since $\rho_+(q) = 1$, it follows that

$$|R(q, s)| = |R(0, s)| + d^*_n k_n \bar{k}_n (1 - \rho_+(q) \rho_-(q)) + k_1 k_2 \cdots k_n (1 - \rho_+(q)) + \bar{k}_1 \bar{k}_2 \cdots \bar{k}_n (1 - \rho_-(q)) \tag{B4}$$

It is further convenient to introduce the matrix $R(s)$, equal to $R(q, s)$ in which both $\rho_+(q)$ and $\rho_-(q)$ are set to zero. From eqs B3 and B4, it follows that

$$|R(s)| = d_n = |R(0, s)| + d^*_n k_n \bar{k}_n + k_1 k_2 \cdots k_n + \bar{k}_1 \bar{k}_2 \cdots \bar{k}_n \tag{B5}$$

These matrices will be useful in a later calculation.

A convenient way of rewriting eqs B1–B3 is to normalize the determinants $d_j$ by $\sigma_j = k_1 k_2 \cdots k_j$ and $d^*_j$ by $\sigma^*_j = k_1 k_3 \cdots k_{j+1}$, leading to the modified recursion relations

$$\tilde{d}_j = d_{j-1} (1 + K_j + slk_j) - \tilde{d}_{j-2} K_j \tag{B6}$$

$$\tilde{d}^*_j = \tilde{d}^*_{j-1} (1 + K_{j+1} + slk_{j+1}) - \tilde{d}^*_{j-2} K_{j+1}$$

and for the full determinant,

$$|\tilde{R}(q, s)| = d_n - d^*_n K_1 \rho_+(q) - d^*_n \rho_-(q) - K_1 K_2 \cdots K_n \rho_-(q) \tag{B7}$$

where $\tilde{d}_j$ and $\tilde{d}^*_j$ are the scaled determinants and $K_i \equiv k_{i-1}/k_i$ (with $K_1 \equiv k_0/k_1$). The recursion relations eqs B4 and B5 provide a prescription for calculating the characteristic polynomial. However, to calculate $\nu$ and $D$, we only need to determine the three lowest-order terms in the characteristic polynomial $|R(q, s)| = \cdots + \alpha s^2 + \beta s + \gamma$. These three coefficients are calculated by similarly expanding the submatrix determinants to lowest orders in $s$:

$$\tilde{d}_j = \sum_{i=0}^j a_i^0 s^i = a_0^0 s^0 + a_1^0 s + a_2^0 s^2 + a_3^0 s^3 + \cdots$$

$$\tilde{d}^*_j = \sum_{i=0}^j a_i^0 s^i \tag{B8}$$

Substituting into the recursion relations and collecting like orders, we obtain the following relations for $a_i^0$:

$$\Delta a_i^0 = K_j \Delta a_{i-1}^0 + a_{i-1}^l / k_j \tag{B9}$$

and the following for $a_i^0$:

$$\Delta a_i^0 = K_i \Delta a_{i-1}^0 + a_{i-1}^l / k_{i-1} \tag{B10}$$

where $\Delta a_i^0 = a_i^0 - a_i^0$ and similarly for the other coefficients and where it is understood that $a_j^0$ and $a_j^0$ are zero for $l < 0$. Using the determinant $\tilde{d}_1 = slk_1 + 1 + K_1$ and $\tilde{d}^*_1 = slk_2 + 1 + K_2$ to provide the initial values $a_1^0 = 1 + K_1$ and $a_1^0 = 1 + K_2$ (we also define $a_0^0 = 0$), the solutions to the recursion relations eqs B9 and B10 for $l = 0$ are calculated,

$$a_j^0 = \Gamma(1, j) \tag{B11}$$

$$a^0_j = \Gamma(2, j + 1)$$

where we have introducing the function

$$\Gamma(n, n_2) = 1 + \sum_{m=n_1}^{n_2} \prod_{l=n_1}^{n_2} K_l \tag{B12}$$

Similarly, repeated use of the recursion relations eqs B9 and B10 yields the coefficients for all orders $l > 0$. The calculation is simplified by the fact that $a_l^0 = a_l^0$ for $l > j$. It thus follows that $\Delta a_i^0 = a_{i-1}^l / k_i$ and $\Delta a_i^0 = a_{i-1}^l / k_{i+1}$, terminating the recursion relations. Carrying out the algebra, we find that

$$a_i^0 = \sum_{m=1}^{j} \frac{a_{i-1}^m}{k_i} \Gamma(i + 1, j) \tag{B13}$$

$$a^0_i = \sum_{m=1}^{j} \frac{a_{i-1}^m}{k_{i+1}} \Gamma(i + 2, j + 1)$$

for orders $l > 0$.

Equation B13 is another recursion relation that connects each coefficient to those with lower orders in $l$. By repeated application of this equation, we can derive exact solutions for each of these coefficients in terms of sums of products of $\Gamma$'s. We find that

$$a_i^0 = \sum_{i_1}^{j} \sum_{i_2}^{i_1} \cdots \frac{1}{k_{i_1}} \cdots \frac{1}{k_i} \Gamma(1, i_1 - 1) \times \Gamma(i_1 + 1, i_2 - 1) \cdots \Gamma(i_2 + 1, i_1 - 1) \Gamma(i_1 + 1, i_2 + 1) \tag{B14}$$

and

$$a^0_i = \sum_{i_1}^{j} \sum_{i_2}^{i_1} \cdots \frac{1}{k_{i_1+1}} \cdots \frac{1}{k_{i_2+1}} \Gamma(2, i_1) \times \Gamma(i_1 + 2, i_2) \cdots \Gamma(i_1 + 2, i_1) \Gamma(i_1 + 2, j + 1) \tag{B15}$$

which hold for all coefficients of order $l > 0$. Note that these expressions determine the coefficients of the determinant $|R(s)|$, since $|R(s)| = d_0 = a_0^0 s^0 + a_1^0 s + a_2^0 s^2 + a_3^0 s^3 + \cdots$ and $a_i^0 = a_i^0$. Moreover, all of these coefficients are independent of $q$.

These recursion relations can be used to solve for the coefficients of the full determinant $|R(q, s)|$, where $|R(q, s)| = \sum_{n=0}^{\infty} a(n) s^l$, using eqs B7 and B8 to calculate the coefficients

$$a(n) = a_0^0 - a_n^0 K_1 \rho_+(q) - a_n^0 \rho_-(q) - K_1 K_2 \cdots K_n \rho_-(q) \tag{B16}$$

Here, the $q$ dependence is explicit in $\rho_+(q)$ and $\rho_-(q)$, and the second expression holds for all $l > 0$. Equation B16 can thus be used to determine every coefficient of the determinant $|R(q, s)|$. For our purposes here, we consider explicitly the three coefficients required to calculate the mean velocity and randomness parameter. Substituting eqs B11, B14, and B15 and
For the irreversible cycle considered in the text where Appendix C: Calculation of $-F + 0.5 \sum_{j=1}^{n} K_j$
\[ y_{+} = \sigma_{n} K_{1} \Gamma(2, n - 1) \]
\[ y_{-} = \sigma_{n} K_{1} \Gamma(2, n - 1) \]
\[ \beta(0) = \sigma_{n} \sum_{i=1}^{n} \frac{1}{k_{j}} \Gamma(i + 1, n - 1 + i) \]
\[ \beta_{+} = \sigma_{n} K_{1} \sum_{i=1}^{n-2} \frac{1}{k_{j}} \Gamma(2, i) \Gamma(i + 2, n - 1) \]
\[ \alpha_{+} = \sigma_{n} K_{1} \sum_{i=1}^{n-1} \frac{1}{k_{j}} \Gamma(j + 1, n - j) \Gamma(j + 1, n + j - 1) \]
\[ \alpha_{-} = \sigma_{n} K_{1} \sum_{i=1}^{n-1} \frac{1}{k_{j}} \Gamma(2, j) \Gamma(j + 2, i) \]
\[ \Gamma(i + 2, n - 1) \] (B18)

Note that eqs B17 and B18 correctly demonstrate that $y(q = 0) = 0$ and that the determinant $|R(0, s)| = \cdots \alpha(0)^{k} + \beta(0)s$. For the irreversible cycle considered in the text where $\tilde{k}_{n} = 0$, note that the terms proportional to $1 - \rho_{i}(q)\rho_{-}(q)$ in eq B17 vanish since $K_{1} = 0$. Furthermore, if the step size is uniform such that $\rho_{i}(q) = C$, a case also treated in the text, these terms also vanish. Using eqs B17 and B18, the mean velocity and diffusion constant can be calculated for an $n$-state reversible linear cycle, yielding eqs 11 and 12.

Appendix C: Calculation of $\tilde{P}_{\pm,i}(s)$ for an $n$-State Linear Cycle

We start by considering the Fourier–Laplace transform of the individual components of the master equation eq 4,
\[ s\tilde{P}(q, s) - \sum_{j=1}^{n} M_{ij}(q) \tilde{P}(q, s) = 0 \]
and sum over the kinetic state index $i$. It is apparent from the structure of the matrix $M_{ij}$ for a linear cycle, eq 5, that all the columns sum to zero except for the first and the last. Thus,
\[ s\tilde{P}(q, s) - 1 = -\tilde{k}_{n}(1 - \rho_{-}(q)) \tilde{P}(q, s) \]
\[ \bar{\rho}_{n}(1 - \rho_{-}(q)) \tilde{P}(q, s) \] (C2)

Using the fact that $\tilde{P}(q, s) = \sum_{p=1}^{n} C_{ij}(q, s)P_{ij}(0) / |R(0, s)|$ from eqs 6 and 9, we find that
\[ s\tilde{P}(q, s) - 1 = -\frac{\bar{\rho}_{n}(1 - \rho_{-}(q))}{|R(q, s)|} \sum_{j=1}^{n} C_{ij}P_{ij}(0) - \frac{\bar{\rho}_{n}(1 - \rho_{-}(q))}{|R(q, s)|} \sum_{j=1}^{n} C_{ij}P_{ij}(0) \]
Equation C3 is a convenient way to express $\tilde{P}(q, s)$, since for a suitable choice of initial conditions in which only one kinetic state is occupied at $t = 0$, only two matrix cofactors need to be determined (as opposed to all $n^2$ for the full inverse matrix).

To calculate the position probability density explicitly and then the dwell time distributions, it is necessary to select the appropriate initial conditions. If the initial step is forward, the proper choice is that the kinetic state 1 is occupied at $t = 0$, $P_{1}(0) = \delta_{i1}$. Thus, eq C3 simplifies to
\[ s\tilde{P}_{+}(q, s) - 1 = -\frac{\bar{\rho}_{n}(1 - \rho_{-}(q))}{|R(q, s)|} C_{11} + \frac{\bar{\rho}_{n}(1 - \rho_{-}(q))}{|R(q, s)|} C_{1n} \]
where $\tilde{P}_{+}(q, s)$ is the position probability density calculated with this initial condition. These cofactors are related to determinants that have already been calculated in Appendix B: $C_{01} = d_{n-1}^{*}$ and $C_{1n} = \bar{k}_{n} \rho_{-}(q) d_{n-1}^{*} + k_{1} k_{2} \cdots k_{n-1}$. Substituting these expressions, eq C4 becomes
\[ s\tilde{P}_{+}(q, s) = \frac{|R(q, s)|}{|R(q, s)|} \bar{k}_{n} d_{n-1}^{*} \rho_{-}(q) - \frac{k_{1} k_{2} \cdots k_{n-1} \rho_{-}(q) d_{n-1}^{*}}{|R(q, s)|} \] (C5)

In the limit that the stepping transition is irreversible ($\tilde{k}_{n} = 0$), the numerator simplifies, $|R(q, s)| - k_{n} k_{2} \cdots k_{n} (1 - \rho_{+}(q)) = |R(0, s)|$ by eq B4, and eq C5 reduces to eq 17.

From this expression, we can calculate the dwell time distributions $p_{+,+}(s)$ and $p_{+,-}(s)$ following the procedure outlined in the text. Applying eq 25 yields
\[ \frac{1}{s\tilde{P}_{+}(q, s)} \bigg|_{\rho_{+} = 0} = \frac{d_{n} - k_{1} k_{2} \cdots k_{n} \rho_{-}(q)}{d_{n} - k_{1} k_{2} \cdots k_{n} \tilde{k}_{n} d_{n-1}^{*}} \] (C6)
where we have used the fact that $|R(q, s)|_{\rho_{-} = 0} = d_{n} - k_{1} k_{2} \cdots k_{n} \rho_{-}(q)$ from eq B7 to greatly simplify eq C6.

Collecting terms dependent and independent of $q$ allows the coefficients $a_{0}$ and $a_{+}$ from eq 25 to be determined and the dwell time distribution $p_{+,+}(s) = a_{+}/a_{0}$ to be evaluated,
\[ p_{+,+}(s) = \frac{k_{1} k_{2} \cdots k_{n} d_{n}^{*}}{d_{n} - k_{1} k_{2} \cdots k_{n} \tilde{k}_{n} d_{n-1}^{*}} \] (C7)
where we have used eqs B5 and B18 to further simplify this expression. From eq 26, we can calculate the dwell time distribution $p_{+,+}(s)$ = $(a_{0} + a_{+} - 1)/a_{0}$. $p_{+,+}(s) = \frac{k_{1} k_{2} \cdots k_{n} d_{n}^{*}}{d_{n} - k_{1} k_{2} \cdots k_{n} \tilde{k}_{n} d_{n-1}^{*}} \] (C8)

We now choose initial conditions such that the last kinetic state is occupied at $t = 0$, $P_{n}(0) = \delta_{im}$, and eq C3 simplifies to
where $\tilde{P}_\cdot(q, s)$ is the position probability density calculated with an initial backward step.

These cofactors are also related to determinants derived in Appendix B: $C_{\nu n} = d_{\nu-1}$ and $C_{\nu n} = k_n \rho_\nu(q)d_{\nu-2}^* + k_n k_\nu d_{\nu-1}$. Substituting these expressions,

$$s\tilde{P}_\cdot(q, s) = \left[|R(q, s)| - k_n(d_{\nu-1} - \bar{k}_n d_{\nu-2}^*)(1 - \rho_\nu(q)) - \bar{k}_n k_\nu d_{\nu-1} - \bar{k}_n k_\nu \bar{k}_n(1 - \rho_\nu(q))/|R(q, s)|\right]$$

Using the fact that $|R(q, s)|_{/q_n} = d_n - \bar{k}_n k_\nu \bar{k}_n \rho_\nu(q)$, this simplifies to

$$\frac{1}{s\tilde{P}_\cdot(q, s)} \bigg|_{/q_n} = \frac{d_n - \bar{k}_n k_\nu \bar{k}_n \rho_\nu(q)}{d_n - \bar{k}_n d_{\nu-1} - \bar{k}_n k_\nu \bar{k}_n}$$

From this expression, we can calculate the dwell time distributions $p_\cdot\tilde{\psi}_\cdot\cdot\cdot\cdot(s)$ and $p_\cdot\tilde{\psi}_\cdot\cdot\cdot\cdot(s)$ by applying eqs 25 and 26, from which it follows that

$$p_\cdot\tilde{\psi}_\cdot\cdot\cdot\cdot(s) = \frac{\gamma_\cdot}{|R(s)|}$$

$$p_\cdot\tilde{\psi}_\cdot\cdot\cdot\cdot(s) = \frac{k_n d_{\nu-1}}{|R(s)|}$$

where we have again simplified these expressions using eqs B5 and B18.

### Appendix D: General Relation between $\tilde{\psi}(s), \rho(q)$, and $\tilde{P}(q, s)$

Consider a kinetic system in which there is the possibility of taking $m$ different types of steps, each of which is preceded by a distinct kinetic pathway. We allow the dwell time for each step to depend not only on the type of step that succeeds the dwell but also the type of step that preceded it, as well. Thus, there are $m^2$ distinct dwell time distributions, which in Laplace space we denote by $\tilde{\psi}_{ij}(s)$, where $i$ is the index of the type of step preceding the dwell and $j$ is the type of step following it. There will also be $m$ different step-size distributions, denoted in Fourier space by $\rho(q)$.

The probability to be at a position, $x$, at a given time, $t$, is the sum of the probability to arrive at $x$ by taking exactly $N$ steps in the duration, $t$, for all $N$. In Fourier–Laplace space, this can be written as

$$\tilde{P}(q, s) = \sum_{N=0}^\infty \tilde{P}(q, s, N)$$

where $\tilde{P}(q, s, N)$ is the Fourier–Laplace transform of the probability of arriving at position $x$ in a duration $t$ by exactly $N$ steps. We will determine the general form for $\tilde{P}(q, s, N)$ by extrapolating a pattern from explicit values for low $N$.

Consider first the case that the motor has not taken a step in time $t$; that is, $N = 0$. Physically, the motor starts in the kinetic state corresponding to a preceding step of type $i$ with some initial probability $p_{0i}$, chooses the path corresponding to a step of type $j$ with some probability $p_{ij}$, and then does not complete it. The final probability is the sum over all initial conditions and possible choices for the different kinetic paths,

$$\tilde{P}(q, s, 0) = \sum_{i, j=1}^m p_{0i} \tilde{\psi}_{ij}(s) p_{ij}$$

where we have used the fact that if the dwell time distribution is given by $\psi(s)$, the probability of not taking a step within a given time $t$ is given by $(1 - \psi(s))/s$. For the $N = 1$ case, the motor starts in its initial state $i$ with probability $p_{0i}$; chooses a path out of that state $j$ with probability $p_{ij}$; completes this path generating a step of type $j$, the size and duration of which are governed in Fourier–Laplace space by $\rho(q)\tilde{\psi}_{ij}(s)$; chooses another path $k$ with a probability $p_{jk}$; and then does not complete this path, with probability $(1 - \tilde{\psi}_{jk}(s))/s$. Again, the total probability is the sum over all possible combinations of paths.

$$\tilde{P}(q, s, 1) = \sum_{i, j, k=1}^m p_{0i} \tilde{\psi}_{ij}(s) p_{jk} \frac{1 - \tilde{\psi}_{jk}(s)}{s}$$

Equations $D2 - D4$ can be simplified greatly by defining two matrices, $\tilde{\psi}(s)$ and $\rho(q)$, whose $ij$th element equals $p_{ij}\tilde{\psi}_{ij}(s)$ and $p_{ij}\tilde{\psi}_{ij}(s)$, respectively. In addition, we define the vectors $\rho_0$ and $\tilde{\psi}_0(s)$, whose $i$th element equals the initial probability $p_{0i}$ and the sum $\sum_{i=1}^m p_{0i}(1 - \tilde{\psi}_{ij}(s))/s$. Because the sum of the probability of taking all steps $j$ given the previous step $i$ must be 1, the latter simplifies to $\tilde{\psi}_0(s, s) = (1 - \sum_{i=1}^m p_{0i}\tilde{\psi}_{ij}(s))/s$.

With these definitions, eq $D2 - D4$ can be written compactly as

$$\tilde{P}(q, s, 0) = \rho_0^T(\tilde{\psi}(s)\rho(q))^0 \tilde{\psi}(s)$$

$$\tilde{P}(q, s, 1) = \rho_0^T(\tilde{\psi}(s)\rho(q))^1 \tilde{\psi}(s)$$

$$\tilde{P}(q, s, 2) = \rho_0^T(\tilde{\psi}(s)\rho(q))^2 \tilde{\psi}(s)$$

Thus, for all $N$,

$$\tilde{P}(q, s, N) = \rho_0^T(\tilde{\psi}(s)\rho(q))^N \tilde{\psi}(s)$$

and the position probability density is

$$\tilde{P}(q, s) = \sum_{N=0}^\infty \rho_0^T(\tilde{\psi}(s)\rho(q))^N \tilde{\psi}(s)$$

Evaluating the infinite sum produces the final relation, eq 22 in the text,

$$\tilde{P}(q, s) = \rho_0^T(\mathbf{I} - \tilde{\psi}(s)\rho(q))^{-1} \tilde{\psi}(s)$$

where $\mathbf{I}$ is the identity matrix.

For a system in which there is no memory of the previous step, all distributions and probabilities have only one index, that is, $p_{ij} \rightarrow p_i$ and $\tilde{\psi}_{ij} \rightarrow \tilde{\psi}_i$, reflecting the fact that the choice of a given step and the preceding dwell time do not depend on the previous step. The above relation for the position probability density can be simplified for such a system by noting that the
elements of each column of the matrix product $\tilde{P}(s)\rho(p)$ are now identical; that is, the elements of the $j$th column are $p_j\tilde{P}(s)\rho(p)$. Since the elements of $p_j^N$ must sum to 1, the product $p_j^N\tilde{P}(s)\rho(p)$ is thus a vector with elements $p_j\tilde{P}(s)\rho(p)$.

Moreover, the vector $\Psi(s)$ consists of identical elements $(1 - \sum_{j=1}^{p_j^N} p_j\tilde{P}(s)/\lambda_j)$, which can be compactly written as $(1 - \text{Tr}(\tilde{P}(s)))/\lambda_j$, where $\text{Tr}(\tilde{P}(s))$ is the trace of $\tilde{P}(s)$. It thus follows that

$$p_j^N\tilde{P}(s)\rho(p)\Psi(s) = \tilde{P}(s)\rho(p)\frac{1}{s}(1 - \text{Tr}(\tilde{P}(s))) \quad \text{(D9)}$$

It can be shown by direct matrix multiplication that powers of the matrix product $\tilde{P}(s)\rho(p)$ are given by the relation $(\tilde{P}(s)\rho(p))^n = (\text{Tr}(\tilde{P}(s)\rho(p)))^{n-1}\tilde{P}(s)\rho(p)$. Thus,

$$\tilde{P}(q, s) = \sum_{n=0}^{\infty} (\tilde{P}(s)\rho(p))^n \Psi(s) = \sum_{n=0}^{\infty} (\text{Tr}(\tilde{P}(s)\rho(p)))^{n-1}\frac{1}{s}(1 - \text{Tr}(\tilde{P}(s))) \quad \text{(D10)}$$

which, summing over $N$, simplifies to

$$\tilde{P}(q, s) = \frac{1}{s} \frac{1 - \text{Tr}(\tilde{P}(s))}{1 - \text{Tr}(\tilde{P}(s))\rho(p)} \quad \text{(D11)}$$

which is eq 23 in the main text.

**Appendix E: Connecting the Moments of $\psi(t)$ and $\rho(x)$ to $v$ and $r$**

Equations 16, 22, and 23 in the text connect the Fourier–Laplace transform of the position probability density, $\tilde{P}(q, s)$, to the Laplace transform of the dwell time distributions, $\tilde{\psi}(s)$, and the Fourier transform of the step size distributions, $\rho(p)$. These expressions allow us to express the moments of $\tilde{P}(q, s)$ (more specifically, the related velocity $v$ and randomness parameter $r$) in terms of the moments of the dwell time distributions and step-size distributions. We adopt here the definition $r = 2Dlv/dl$ so that the final expressions are completely general. The expressions derived below can be related to the different definition used in the text by multiplying by $d/dl$.

We first consider a system that displays correlated stepping statistics in which Laplace transforms of the dwell time distributions, $\tilde{\psi}(s)$, and the Fourier transforms of the step size distributions, $\rho(p)$, are related to the position probability density, $\tilde{P}(q, s)$, via eq 22. We consider a system with only two types of steps, labeled with $+$ or $-$, but this calculation can be extended to systems with $m$ step distributions. The mean velocity $v$ is determined from the average position in Laplace space, obtained by calculating the derivative of eq 22 at $q = 0$:

$$\langle \bar{\tilde{\psi}}(s) \rangle = \frac{d\tilde{P}(q, s)}{dq} \bigg|_{q=0}$$

With no loss in generality, we can assume that the initial step is a forward step, and evaluating the derivative in eq E1, we find

$$\langle \bar{\tilde{\psi}}(s) \rangle = \left\{ (p_+\tilde{\psi}_{++} + p_-\tilde{\psi}_{+-} + p_-\tilde{\psi}_{-+} - p_+\tilde{\psi}_{+-}) \times \langle d_+ \rangle + p_+\tilde{\psi}_{++} \langle d_- \rangle \right\} / \lambda_j \left\{ (1 - p_+\tilde{\psi}_{++} - p_-\tilde{\psi}_{+-} + p_+\tilde{\psi}_{+-} - p_-\tilde{\psi}_{++} - p_-\tilde{\psi}_{-+}) \right\} \quad \text{(E2)}$$

Expanding the Laplace transform of the dwell time distributions around $s = 0$ (as in Appendix A) and relating the derivatives to the moments of these distributions yields

$$\tilde{\psi}_{\pm}(s) = \tilde{\psi}_{\pm}(0) + s \frac{d\tilde{\psi}_{\pm}}{ds} \bigg|_{s=0} + \frac{s^2 d^2 \tilde{\psi}_{\pm}}{ds^2} \bigg|_{s=0} + \cdots = 1 - s(t_{\pm}) + \frac{1}{2} s^2(t_{\pm})^2 + \cdots \quad \text{(E3)}$$

Inserting these expressions into eq E2 and expanding in powers of $1/s$ yields

$$\langle \bar{\tilde{\psi}}(s) \rangle = \langle d_+ \rangle - \frac{\langle d_+ \rangle \langle d_- \rangle - \langle d_- \rangle \langle d_+ \rangle \rangle \langle d_{++} \rangle - \langle d_{+-} \rangle \langle d_{-+} \rangle + \frac{\langle d_{++} \rangle - \langle d_{-+} \rangle \langle d_{++} \rangle + \langle d_{+-} \rangle \langle d_{-+} \rangle - \langle d_{++} \rangle \langle d_{-+} \rangle}{\lambda_j \langle d_{++} \rangle - \langle d_{-+} \rangle \langle d_{++} \rangle + \langle d_{+-} \rangle \langle d_{-+} \rangle - \langle d_{++} \rangle \langle d_{-+} \rangle} \quad \text{(E4)}$$

where we have defined composite step-size and dwell-time moments via $\langle d_{\pm} \rangle = p_+\langle d_+ \rangle + p_-\langle d_- \rangle$ and $\langle d_\theta \rangle = p_+\langle d_\theta \rangle + p_-\langle d_\theta \rangle$, where $p_\pm$ is the probability of taking a given step, and $\langle d_{\pm} \rangle$ is the $n$th moment of the distribution of all dwells preceding a forward or backward step. These expressions can be related to the individual branching probabilities and dwell time moments via $p_\pm = p_{\pm}(p_{\pm} + p_-)$ and $\langle d_{\pm} \rangle = p_{\pm}(\langle d_{\pm} \rangle)$, expressions derived by Tsygankov et al. Only terms with negative powers of $s$ are needed, since they are the only terms that will survive the inverse Laplace transform.

Evaluating the inverse transform and limit of eq E4 using eq A4,

$$\lim_{r \rightarrow \infty} \langle \bar{\tilde{\psi}}(s) \rangle = \langle d_+ \rangle - \langle d_+ \rangle \langle d_- \rangle - \langle d_- \rangle \langle d_+ \rangle + \frac{\langle d_{++} \rangle - \langle d_{-+} \rangle \langle d_{++} \rangle + \langle d_{+-} \rangle \langle d_{-+} \rangle - \langle d_{++} \rangle \langle d_{-+} \rangle}{\langle d_{++} \rangle - \langle d_{-+} \rangle \langle d_{++} \rangle + \langle d_{+-} \rangle \langle d_{-+} \rangle - \langle d_{++} \rangle \langle d_{-+} \rangle} \quad \text{(E5)}$$

Taking the time derivative required by eq 7 yields the expected relation between the velocity and the composite moments,

$$v = \frac{d\langle \bar{\tilde{\psi}}(s) \rangle}{dq} \bigg|_{q=0} \quad \text{(E6)}$$

To derive the diffusion constant, $D$, and thus the randomness parameter, $r$, we need the second moment of the position, which is derived via

$$\langle \bar{\tilde{\psi}}^2(s) \rangle = - \frac{d^2 \tilde{P}(q, s)}{dq^2} \bigg|_{q=0}$$

Applying this to the position probability density, eq 22; expanding the dwell time distributions as above; and expanding around $s = 0$ yields
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\[
\langle \Delta s^2 \rangle = \frac{2(d^2)}{\langle \Delta \phi \rangle^2} - \frac{2}{\langle \Delta \phi \rangle^2} \langle \phi \rangle^2 \langle d \rangle^2 + \frac{2(d^2)^2}{\langle \Delta \phi \rangle^2} + 2(\langle d \rangle + p_+ \langle d \rangle) \frac{p_+ \langle \phi \rangle \langle d \rangle - \langle \phi \rangle \langle d \rangle}{\langle \phi \rangle^2 (p_+ + p_-)} + 2p_+ \langle d \rangle \langle \phi \rangle \langle d \rangle - \langle \phi \rangle \langle d \rangle - \langle d \rangle + \frac{2p_+ \langle d \rangle}{\langle \phi \rangle^2 (p_+ + p_-)} + \frac{2d^2}{\langle \phi \rangle^2 (p_+ + p_-)} + \frac{4d^2}{\langle \phi \rangle^2 (p_+ + p_-)} + O(s^{-1}) \quad (E8)
\]

Transforming to the time domain and taking the appropriate time derivative and limit,

\[
\lim_{t \rightarrow \infty} \frac{d}{dt} \langle \phi(t) \rangle = \langle d^2 \rangle - 2p_+ \langle d \rangle^2 - 2p_- \langle d \rangle^2 - 2(d) \langle d \rangle + \frac{2(d^2)^2}{\langle \Delta \phi \rangle^2} + \frac{2(d^2)^2}{\langle \Delta \phi \rangle^2} + 2(\langle d \rangle + p_+ \langle d \rangle) \frac{p_+ \langle \phi \rangle \langle d \rangle - \langle \phi \rangle \langle d \rangle}{\langle \phi \rangle^2 (p_+ + p_-)} + 2p_+ \langle d \rangle \langle \phi \rangle \langle d \rangle - \langle \phi \rangle \langle d \rangle - \langle d \rangle + \frac{2p_+ \langle d \rangle}{\langle \phi \rangle^2 (p_+ + p_-)} + \frac{2d^2}{\langle \phi \rangle^2 (p_+ + p_-)} + \frac{4d^2}{\langle \phi \rangle^2 (p_+ + p_-)} + O(s^{-1}) \quad (E9)
\]

Equation E9 can now be used with Eqs. 7 and E5 to solve for the diffusion constant and for the randomness parameter, \( r = 2D/d \phi (d) \), yielding

\[
r = \frac{\langle d^2 \rangle - \langle d \rangle^2}{\langle d \rangle^2} + \frac{\langle \phi \rangle^2}{\langle d \rangle^2} + 2 \frac{\langle d \rangle^2}{\langle \phi \rangle^2} - 2p_+ \langle d \rangle^2 - 2p_- \langle d \rangle^2 + \frac{2p_+ \langle d \rangle}{\langle \phi \rangle^2 (p_+ + p_-)} + \frac{2p_+ \langle d \rangle}{\langle \phi \rangle^2 (p_+ + p_-)} + \frac{4p_+ \langle d \rangle}{\langle \phi \rangle^2 (p_+ + p_-)} + O(s^{-1}) \quad (E10)
\]

As detailed above, although the particular choice of initial conditions affects the specific values of \( \langle \Delta s \rangle \) and \( \langle \Delta s^2 \rangle \), it does not affect either the mean velocity (eq E6) or randomness parameter (eq E10). This can be verified directly by repeating this calculation with a backward step as the initial condition.

The randomness parameter for model 3 can be derived from eq E10 with \( p_- = 0 \), \( (d_1) = \pm d \), and \( (d_2) = d^2 \) and by accounting for the different definition used, \( r = 2D/d \phi (d) \).

We can now derive the same relations for a system with uncorrelated stepping pathways by dropping the first index of every term in eqs E6 and E10. With some algebra, we find that the velocity obeys eq E6 and that the randomness reduces to

\[
r = \frac{\langle d^2 \rangle - \langle d \rangle^2}{\langle d \rangle^2} + \frac{\langle \phi \rangle^2}{\langle d \rangle^2} + \frac{\langle \phi \rangle^2}{\langle d \rangle^2} + \frac{\langle d \rangle \langle \phi \rangle \langle d \rangle - \langle \phi \rangle \langle d \rangle - \langle d \rangle \langle \phi \rangle}{\langle d \rangle^2} \quad (E11)
\]

where it can be verified that the above expressions for composite moments of the step size and dwell times reduce to the expected \( \langle d^2 \rangle = p_+ \langle d^2 \rangle + p_- \langle d^2 \rangle \) and \( \langle \phi \rangle = p_+ \langle \phi \rangle + p_- \langle \phi \rangle \). This expression reduces to the randomness parameter derived for model 2, eq 49 with \( (d_2) = \pm d \) and \( (d_2^2) = d^2 \) and when scaled by \( d^2/\phi (d) \) to account for the difference in definition.

Finally, we can derive the velocity and randomness for a system with only one stepping pathway by setting one of the branching probabilities to zero. We find that the velocity continues to obey eq E6 as expected and that the randomness parameter becomes

\[
r = \frac{\langle d^2 \rangle - \langle d \rangle^2}{\langle d \rangle^2} + \frac{\langle \phi \rangle^2}{\langle d \rangle^2} \quad (E12)
\]

a result derived previously. This expression produces the randomness parameter for model 1 with \( (d) = d \) and \( (d^2) = d^2 \), in which case the first term in eq E12 is zero.
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