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\begin{abstract}
We report measurements of the specific heat of two samples of carbon-doped MgB_{2}, Mg(B_{1-x}C_x)_2, x = 0.05 and 0.1, in magnetic fields to \mu_0H = 9 T and at temperatures from \sim 1 K to somewhat above the critical temperature for superconductivity for each sample. The carbon doping reduced the critical temperature from 39 K for MgB_{2} to 31.4 K and 19.7 K for the x = 0.05 and 0.1 samples, respectively. The results give the electron–phonon coupling and the electron density of states, including the individual contributions of the \pi and \sigma bands. These quantities are compared with theoretical calculations. The results also give the energy gaps on the \pi and \sigma bands, which are compared with other experimental determinations, and also with theoretical calculations that include predictions of the “merging” of the two gaps as a consequence of the band filling and increased interband scattering associated with doping.
\end{abstract}

\section{1. Introduction}

The initial interest in the discovery of superconductivity in MgB_{2} \cite{1} was focused on the remarkably high critical temperature, \textit{T}_c \sim 39 K, which seemed to be inconsistent with the BCS phonon-mediated electron pairing. Although calculations soon showed that the BCS mechanism did account for the high \textit{T}_c, the superconductivity is still of special interest for another reason: MgB_{2} is an example of multi-band, multi-gap superconductivity, with substantially different energy gaps on different sheets of the Fermi surface. The possibility of multi-band superconductivity had been recognized theoretically much earlier \cite{2,3}, and general relations for the thermodynamic properties, including relations between the gaps and details of the specific heat, had been derived \cite{4}. However, MgB_{2} was the first example in which the thermodynamic properties clearly show the presence of significantly different energy gaps on the different electron bands. The difference in the gaps makes possible the experimental separation of the contributions of the different bands to the thermodynamic properties. Specific-heat measurements \cite{5,6} gave the first experimental evidence of two gaps, and their analysis with the \alpha model \cite{7}, as extended to a two-band superconductor \cite{8}, gave values of the relevant parameters consistent with other experiments and theoretical calculations \cite{9}. Measurements of the specific heat have a special role in such investigations for several reasons: they give information about the electron density of states (EDOS) that is not readily obtained from other measurements; whereas most other measurements that give information about the energy gaps are sensitive to surface properties, the specific heat is a bulk property. Doped samples of MgB_{2} present a unique opportunity to study the effects of band filling, interband coupling, and interband scattering in a well understood two-band superconductor. As in the case of MgB_{2} itself, specific-heat measurements can be expected to make a useful contribution to research on the doped materials.

In this paper measurements of the specific heat of two carbon-doped MgB_{2} samples are reported, and parameters that characterize the electron contributions are compared with other experimental results and theoretical predictions. (Different values of those parameters, derived in a preliminary analysis of the data, were given in a conference report \cite{10}. The preliminary analysis was based on the assumption that the zero-field, “residual” density of states was associated with non-superconducting regions of the Mg(B_{1-x}C_x)_2. Subsequent X-ray measurements showed that the impurity phase was MgB_{2}C_{2}, which would have a different lattice specific heat. The differences between the parameters reported here and those in the conference report are a consequence of corrections for the contribution of MgB_{2}C_{2} to the measured specific heat, and a more rigorous separation of the lattice and electron contributions, which is described in Section 4.2. Miscommunication
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over notation led to an error, by a factor two, in the carbon content of the samples in the conference report.) Following an outline of some of the theoretical considerations in the remainder of this section, brief descriptions of the samples and the measurements are given in Sections 2 and 3. The relations used in the analysis of the data are summarized in Section 4.1. The presence of a non-superconducting impurity, MgB2C2, required a three-step process to obtain the contributions of the two bands to the electron specific heat: the lattice and electron contributions to the specific heat of the samples as measured were separated, and the electron specific heat corrected for the contribution of the MgB2C2, as described in Section 4.2; the superconducting-state electron specific heat of the Mg[B1_xC_x]2 was then analyzed to separate the contributions of the two bands, as described in Section 4.3. The results of the measurements and their analysis are compared with theoretical calculations and other experimental results in Sections 5.1 and 5.2, and summarized in Section 6.

MgB2 comprises graphite-like hexagonal layers of B atoms separated by layers of Mg ions that are lined up with the centers of the boron hexagons. Because only s and p electrons are involved, band-structure calculations are straightforward and the results are relatively reliable. There is general agreement among the theoretical results, and also good agreement between theory and experiment. The Fermi surface consists of two tubular networks, the \( \sigma \) bands, derived from the three-dimensional boron \( p_z \) orbitals, and two concentric cylindrical elements, the \( \sigma \) bands, derived from the quasi-two-dimensional boron \( p_x,p_y \) orbitals [11–15]. Both \( \sigma \) bands are hole like; one of the \( \pi \) bands is hole like and the other electron like. Although there are four distinct sheets of the Fermi surface, the superconducting-state energy gaps on each pair of bands are similar [15], and for the purpose of comparing theoretical predictions with thermodynamic properties MgB2 can be regarded as a two-band superconductor. The \( E_{\text{Fg}} \) phonon mode, which involves stretching of the bonds in the boron planes, couples strongly with the \( \sigma \) bands. It produces the larger of the two gaps, on the \( \sigma \) bands, and plays a major role [11,12,14,16] in producing the high \( T_c \). The phonons couple weakly with the \( \pi \) bands, and relatively weak interband coupling also contributes to the smaller \( \pi \)-band gap. First principles calculations of the specific heat [15,17] show evidence of the major two-gap features observed experimentally [9].

The only widely studied dopants are Al on the Mg sites, and C on the B sites. In both cases electrons are added to the Fermi sea, and \( T_c \) decreases with increasing concentration of dopant. The band filling associated with doping, particularly in the \( \sigma \) band, can be expected to be important in determining the nature of the superconductivity. One suggestion [18] is that the decrease in \( T_c \) with doping is mainly a band-filling effect. For a multiband superconductor nonmagnetic scattering centers can be pair breaking and can also have an effect on the nature of the superconducting condensate on different sheets of the Fermi surface [19].

Interband scattering in a two-gap superconductor is also expected to reduce \( T_c \), and to equalize the two gaps [20,21]. Mazin et al. [22] suggested that in the absence of observed correlations of \( T_c \) with resistivity in MgB2 samples the case for two-gap superconductivity was not settled, but explained this apparent paradox on the basis of weak interband scattering. In any case, interband scattering can be expected to be stronger in the doped samples.

2. Samples

The samples were made by heating Mg turnings and B4C powder, an approach that was first used by Mickelson et al. [23]. X-ray diffraction studies show that the C-doped samples produced by this method consist of two phases, a distorted MgB2 structure and MgB2C2, which is nonsuperconducting [23,24]. The presence of substantial amounts of MgB2C2 seems to be a common feature of samples produced by this method [23–25]. Neutron diffraction measurements showed the presence of 7% MgB2C2 in another \( x \approx 0.1 \) sample [26]. For the samples studied in this work, powder X-ray diffraction measurements gave estimates of \( \sim 6\% \) and \( \sim 10\% \) for the MgB2C2 in the \( x \approx 0.05 \) and 0.1 samples, respectively. The presence of MgB2C2 in the samples also manifests itself as a normal-state-like contribution to the zero-field specific heat. The specific-heat measurements show the presence of paramagnetic impurities at the level of several tenths mol%. Straight-line, entropy-conserving constructions on the specific-heat anomalies at the transitions gave \( T_c = 31.4 \text{ K} \) and 19.7 K for the \( x = 0.05 \) and 0.1 samples, respectively. For a sample with \( T_c \approx 31 \text{ K} \), essentially the same as that of the \( x = 0.05 \) sample, the lattice parameter is contracted from the 3.087 \( \text{ Å} \) for MgB2 to 3.055 \( \text{ Å} \), with no change in the \( b \) and \( c \) parameters [23]. Other properties of similar samples prepared by this method are reported elsewhere [23,24].

3. Specific-heat measurements

The specific-heat measurements were made in the same apparatus as those reported earlier for MgB2 [6,9]. They were based on a heat-pulse technique with a mechanical heat switch to make and break thermal contact between the sample and a temperature-controlled heat shield. The measurements extend from \( \sim 1 \text{ K} \) to somewhat above \( T_c \) for each sample. They include measurements of the specific heat in magnetic fields, \( C(H) \), in fields to \( \mu_0H = 9 \text{ T} \). The results are shown as \( [C(H) – C(0)]/T \) vs \( T \) in Fig. 1. This figure gives an overview of the resolution of the \( H \) dependence of the “raw” data that would not be apparent in a plot of \( C(H)/T \). Fig. 1b also permits a comparison with the specific heat of the only other sample on which such measurements have been reported, a sample with a similar \( T_c \), for which the results were presented only in that form [25]. Comparisons of the data in different fields suggest that the 9-T data are low relative to the data in other fields by an amount that is estimated to be of the order of 1%. In the vicinity of \( T_c \), the discrepancy between the data in 9 T and the data in other fields can be seen in Fig. 1, where \( [C(H) – C(0)]/T \) is consistently non-zero, and also in Fig. 2, where the 9-T data are consistently low. The \( H \) dependence of the entropy at a temperature slightly above \( T_c \) provides a measure of the consistency of the measurements in different fields: For the \( x = 0.05 \) sample at 35.0 K, for all \( H \) other than 9 T the entropies are within +0.3%–0.4% of their average; for 9 T the entropy is \( \sim 1.1\% \) relative to that average. For the \( x = 0.1 \) sample at 21.5 K, the comparable numbers are \( \pm 0.4\% \) and \( \pm 0.7\% \). Because of the discrepancy between the 9-T data and the data in other fields, the 9-T data have been omitted from all quantitative analyses, but they are included in the figures for the information they give on the 9-T transitions to the vortex state.

4. Analysis of specific-heat data

4.1. Relations used in fitting and interpreting the data

The analysis of the data is based on the usual assumption that \( C(H) \) is the sum of an \( H \)-dependent electron component, \( C_E(H) \), and an \( H \)-independent lattice component, \( C_L \). In addition, \( C_c(H) \), which is designated \( C_{\text{cs}} \) in the superconducting state and \( C_{\text{c}}(H) \) in the vortex state, is taken to be \( C_{\text{cs}} = \gamma/T \) in the normal state. With the commonly used polynomial expression for \( C_{\text{lat}} \),

\[
C_{\text{lat}} = B_1 T^3 + B_2 T^5 + B_3 T^7 + \cdots ,
\]

\[
C(H) = C_c(H) + B_1 T^3 + B_2 T^5 + B_3 T^7 + \cdots ,
\]

and, in the normal state,
In these equations $C_{\text{lat}}$ has the form expected for small amplitude vibrations in a monatomic harmonic lattice, i.e., for the acoustic modes in the low-temperature limit: The $T^3$ term represents the contribution of phonons in the low-frequency dispersionless limit, and the higher-order terms allow for the effects of dispersion. However, Eq. (2) is often used in an interval of temperature at higher temperatures, where optical modes make a contribution. In that case it is a convenient, but arbitrary, fitting expression; the parameters determined by the fit do not have the same physical meaning, and should not be expected to give correctly either $C_{\text{lat}}$ at temperatures below the interval of the fit, or the lattice entropy in the interval of the fit.

In the vortex state

$$C_{\text{v}}(H) = \gamma_\text{v}(H)T + a(H)\exp[-b(H)/T],$$

where the first term is the theoretically expected contribution of the vortex cores [27], and the second is an empirically determined approximation to the contribution of the superconducting condensate of a type II superconductor [28]. With the addition of $C_{\text{lat}}$,

$$C(H) = \gamma_\text{v}(H)T + a(H)\exp[-b(H)/T] + B_3T^3 + B_5T^5 + B_7T^7 + \cdots$$

In the superconducting state

$$C_{\text{s}}(0) = C_{\text{es}} + B_3T^3 + B_5T^5 + B_7T^7 + \cdots,$$

where $C_{\text{es}}$ is a function that goes exponentially to zero at low $T$. In the samples studied here, however, the MgB$_2$C$_2$ impurity phase contributes a “residual” EDOS and a normal-state-like contribution, $\gamma_T$, which must be included in Eq. (4), to give

$$C(0) = \gamma_T T + C_{\text{es}} + B_3T^3 + B_5T^5 + B_7T^7 + \cdots. $$

![Fig. 1. The $H$ dependence of the specific heat, as $(C(H) - C(0))/T$, before subtraction of the paramagnetic-impurity contributions or any other analysis (see text for discussion): (a) for $x = 0.05$; (b) for $x = 0.1$. Fig. 1a permits a direct comparison with the specific-heat data in Ref. [25].](image1)

![Fig. 2. The electron contributions to the specific heat: (a) for $x = 0.05$, (b) for $x = 0.1$.](image2)
where the first two terms represent the electron contributions of the two phases and the remaining terms represent $C_{\text{lat}}$ for the two-phase mixture. As described below, the separation of the three contributions to $C(0)$ is based on the compositions of the samples as estimated from the X-ray measurements and the values of $\gamma_i$.

The first step in analysis of the data was to make a correction for small $H$-dependent “upturns” in $C(H)/T$ below $\sim 3$ K, which appear as structure in $|C(H) - C(0)|/T$ in Fig. 1, and are associated with the magnetic impurities. For each $H$ the data below $-4$ K were fitted with the sum of the high-temperature tail of a Schottky anomaly and the first three terms of Eq. (3). The Schottky contributions were then subtracted and subsequent analysis was based on the data corrected in this way. (The second term in Eq. (3) was proposed as an empirical representation of that contribution to the specific heat for a single-gap superconductor. It cannot be expected to be a good approximation for a two-gap superconductor over the whole range of temperature to $T_c$, but it should be an adequate approximation in this low-temperature interval where only the small-gap band contributes.)

4.2. Electron contribution to the specific heat of Mg(B$_{1-x}$C$_x$)$_2$

The measured $C(H)$ has to be corrected for the contribution of the MgB$_2$C$_2$ to obtain $C(H)$ for Mg(B$_{1-x}$C$_x$)$_2$. Because data are available to make the correction for the electron component but not for the lattice component, the measured $C(H)$ was first analyzed to separate the electron and lattice components, and the electron component was then corrected for the MgB$_2$C$_2$ contribution. The high values of the critical fields, $H_c(T)$, limit the temperature intervals in which normal-state data are available for analysis with Eq. (2). In such a case constraining the fit to give the correct entropy at $T \sim T_c$ may give more reliable values of the parameters. That approach is used frequently, and was used successfully for MgB$_2$ [6]. It was also used in the preliminary analysis [10] of the data for the Mg(B$_{1-x}$C$_x$)$_2$ samples, but subsequent analyses showed that the derived values of the parameters were sensitive to the temperature interval of the fit and the number of terms in Eq. (2). Furthermore, the $C_{\text{lat}}$ derived in this way, which gives entropy conservation at the zero-field transition as required, does not give entropy conservation at the field transitions at lower temperatures, i.e., it does not extrapolate to the correct $C_{\text{lat}}$ at lower temperatures. Consequently, a different, two-step approach was used: First, a reasonably accurate value of $B_0$ was obtained by a fit with the first three terms in Eq. (3) to the 7-T data below $\sim 4$ K, where the second term in Eq. (3) is small and the fourth and higher-order terms are negligible. Eq. (2) with five terms in $C_{\text{lat}}$, but with $B_0$ fixed at the value obtained in the low-temperature fit to the 7-T data, was then used to make entropy-conserving fits to the 7-T, normal-state data. These fits were made in the intervals 15–37 K and 12–29 K for the $x = 0.05$ and 0.1 samples, respectively. They gave values of $\gamma$ of 1.46 and 1.64 mJ K$^{-2}$ mol$^{-1}$ for the $x = 0.05$ and 0.1 samples, respectively. The values of $B_0$ obtained in the low-temperature fits and used in these fits were 0.0125 and 0.0175 mJ K$^{-4}$ mol$^{-1}$ for the $x = 0.05$ and 0.1 samples, respectively. For all fields other than $H$ the values of $\gamma(H)$ were obtained by fitting the data below $\sim 4$ K with the first three terms in Eq. (3), but with $B_0$ fixed at the values obtained in the low-temperature fits of the 7-T data. The $H = 0$ fits gave the values of $\gamma_r$ of 0.074 and 0.171 mJ K$^{-4}$ mol$^{-1}$ for the $x = 0.05$ and 0.1 samples, respectively.

The concentrations of the impurity determined by the X-ray analysis and the residual EDOS are measured by the values of $\gamma_r$, provide the basis for the correction of $C(H)$ for the contribution of the MgB$_2$C$_2$. If the X-ray concentrations were accurate they would be in approximately the same ratio as the values of $\gamma_r$. However, there is a discrepancy: estimates of $\gamma$ for MgB$_2$C$_2$ based on the X-ray concentrations and the values of $\gamma_r$ for the two samples differ by 34%. This implies errors of the order of 15% in the concentrations. Such errors in the X-ray results would not be surprising, and the values of $\gamma$ can be expected to be more accurate measures of the relative concentrations of MgB$_2$C$_2$. Accordingly, the concentrations of MgB$_2$C$_2$ in the $x = 0.05$ and $x = 0.1$ samples were taken to be 5.0% and 11.6%, which keeps them similar in magnitude to the X-ray values, and eliminates the discrepancy in the apparent values of $\gamma$ for MgB$_2$C$_2$. These concentrations and the values of $\gamma_r$ were used to calculate the numbers of mols of each of the two components in the samples, and to correct the $C_{\text{lat}}(H)$ measured for the sample to that for Mg(B$_{1-x}$C$_x$)$_2$. The uncertainty in the corrections is essentially that in the X-ray determinations of the magnitude of the MgB$_2$C$_2$ concentrations. With these corrections the values of $\gamma$ for Mg(B$_{1-x}$C$_x$)$_2$ are 1.50 and 1.77 mJ K$^{-2}$ mol$^{-1}$ for $x = 0.05$ and 0.1, respectively. For each sample the measured value of $B_3$ is an average of those for MgB$_2$C$_2$ and Mg(B$_{1-x}$C$_x$)$_2$ weighted by their relative amounts in the sample. In the absence of the value of $B_3$ for MgB$_2$C$_2$ it is not possible to correct the measured value to obtain $B_3$ for the Mg(B$_{1-x}$C$_x$)$_2$.

$C(H)/T$ for Mg(B$_{1-x}$C$_x$)$_2$, obtained by subtraction of $C_{\text{lat}}$ and correction for the contribution of the MgB$_2$C$_2$, is shown in Fig. 2. The specific-heat anomalies associated with the transitions to the vortex state, including those that occur at temperatures well below $T_c$, have plausible shapes and satisfy the entropy conservation requirement. The conservation of entropy in these transitions constitutes a test of the derived $C_{\text{lat}}$ at temperatures well below $T_c$, and attests its general validity.

4.3. Two-gap analysis of the electron specific heat in the superconducting-state

For both samples $C_{\text{res}}$, shown in Fig. 2, deviates substantially from that given by BCS theory. The deviations are qualitatively similar to those for MgB$_2$, which are known to be a consequence of the presence of two different energy gaps. In such a case, one of the two gaps must be smaller than given by BCS theory, and the other larger [4]. At low temperatures the small-gap band dominates $C_{\text{res}}$; at $T_c$ it makes a contribution to the discontinuity in $C(0)$ but the shape of the anomaly is determined mainly by the large gap. The standard way of interpreting the specific heat is by comparison with the $\alpha$ model [7]. Originally developed for single-band superconductors, the $\alpha$ model is based on the assumption that the temperature dependence of the gap is given by the BCS theory in the weak coupling limit, but the 0-K amplitude, $\Delta(0)$, is scaled by a factor that represents the strength of the coupling, $\kappa \equiv \Delta(0)/k_B T_c$, which has the value $\kappa_{\text{BCS}} = 1.764$ in the BCS theory. It was recognized in the earliest considerations of multiband superconductivity that interband coupling had to be taken into account, at least to ensure the equality of $T_c$ in the different bands. In the application of the $\alpha$ model to a two-band superconductor it is assumed that each band makes an independent contribution to $C_{\text{res}}$ scaled by the fraction of the total electron DOS derived from that band [8]. $T_c$ is assumed to be the same in both bands but interband coupling is not otherwise taken into account. Nevertheless, the $\alpha$ model has been generally successful in representing specific-heat data and giving values of the parameters in reasonable agreement with other measurements and with theoretical calculations. Furthermore, its use in analyzing specific-heat data in multiband superconductors has been justified by comparison with the results obtained by solution of the Eliashberg equations [29]. Two-gap, $\alpha$-model fits to $C_{\text{res}}$ for both samples are shown in Fig. 3. They were obtained by adjusting the values of $\alpha$ and the fraction of the total EDOS for each band to obtain the best approximation to $C_{\text{res}}$. Theoretical calculations put the smaller gap on the $\pi$ band and the larger gap on the $\sigma$ band, which permits the association of each of the experimentally derived param-
5. Discussion

5.1. Electron–phonon coupling, electron density of states, critical temperature, and energy gaps: comparisons with theoretical calculations and with other experimental results

Comparison of an experimental value of $\gamma$ with theoretical calculations requires calculated values of both the band-structure EDOS, $N(E_F)$, and the electron–phonon coupling constant, $\lambda$, each of which contributes to $\gamma$. $N(E_F)$ is the “bare” EDOS, and gives the corresponding coefficient of the electron specific heat, $\gamma_0 = 2.357 N(E_F)$, where $\gamma_0$ is in mJ K$^{-2}$ mol$^{-1}$ and $N(E_F)$ is in states eV$^{-1}$ cell$^{-1}$. The experimental $\gamma$, which includes the phonon enhancement, is related to $\gamma_0$ by

$$\gamma = (1 + \lambda)\gamma_0$$

(6)

Here and in the following, for convenience, each of the symbols $N(E_F)$, $\gamma_0$, $\lambda$, and $\gamma$ is used to represent either the total of the quantity for the two bands or one of its single-band components. A relation of the form of Eq. (6) is valid in both cases. When needed for clarification or to specify a specific numerical quantity, subscripts $\pi$ or $\sigma$ are added for a single-band component, e.g., $\gamma_{\pi}$ and $\gamma_{\sigma}$ for the components of $\gamma$: $N_{\pi}(E_F)$ and $N_{\sigma}(E_F)$ for the components of $N(E_F)$.

Carbon doping of MgB$_2$ is expected to change parameters related to the superconductivity by band filling, with its attendant changes in the electron–phonon coupling, and also by increasing the interband scattering. Both effects are expected to reduce $T_c$. The interband scattering is expected to produce a merging of the two gaps, with the larger gap decreasing as the smaller gap increases. The band filling is expected to reduce both gaps. The relevant experimental results derived from the specific-heat data are summarized in Table 2 by the values of the $\pi$- and $\sigma$-band energy gaps at $T = 0$, $\Delta_{\pi}$ and $\Delta_{\sigma}$, $\gamma$ and its components, $\gamma_{\pi}$ and $\gamma_{\sigma}$, and $T_c$. The evolution of $\gamma_{\pi}$, $\gamma_{\sigma}$, and $\gamma$ with carbon doping is compared with theoretical calculations in Fig. 4 (there are no other experimental measurements). The $x$ dependences of $T_c$ and $\Delta_{\pi}$ and $\Delta_{\sigma}$ are compared with other measurements in Figs. 5 and 6.

Two groups have calculated the band structure, electron–phonon coupling, energy gaps, and $T_c$ for Mg(B$_{1-x}$C$_x$)$_2$, but with somewhat different approaches: De la Pena-Seaman et al. [32,33] used the virtual-crystal approximation for the band-structure calculations; they solved the Eliashberg equations, taking the anisotropy of the Fermi surface into account, but without including interband scattering; they approximated the Coulomb pseudopotential with a value that had been derived for MgB$_2$. Ummarino et al. [34] used the supercell approximation and included both interband scattering and an $x$-dependent Coulomb pseudopotential in several different ways. For undoped MgB$_2$, for which most of the differences in the two calculations should be irrelevant, the two groups report, respectively, $N(E_F)=0.696$ and 0.70 states eV$^{-1}$ cell$^{-1}$ Similar values have been reported by others, e.g., in the same units, 0.71 [11,35]; 0.710 [13,17]; 0.72 [22] The well established band structure calculations used to obtain $N(E_F)$ for MgB$_2$, together with the consistency of the results, gives confidence in their accuracy. On the other hand, the spread in the calculated values of $\lambda$ is considerably great-

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\Delta_{\pi}$</th>
<th>$\Delta_{\sigma}$</th>
<th>$\gamma_{\pi}$</th>
<th>$\gamma_{\sigma}$</th>
<th>$\gamma$</th>
<th>$T_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.01</td>
<td>7.38</td>
<td>2.53</td>
<td>1.16</td>
<td>1.37</td>
<td>38.9</td>
</tr>
<tr>
<td>0.05</td>
<td>1.68</td>
<td>6.77</td>
<td>1.50</td>
<td>0.99</td>
<td>0.51</td>
<td>31.4</td>
</tr>
<tr>
<td>0.1</td>
<td>1.39</td>
<td>3.57</td>
<td>1.77</td>
<td>1.42</td>
<td>0.35</td>
<td>19.7</td>
</tr>
</tbody>
</table>

Table 2 Parameters characteristic of the superconductivity in Mg(B$_{1-x}$C$_x$)$_2$: the energy gaps in the $\pi$ and $\sigma$ bands, in meV; the coefficient of the electron specific heat and the contributions of the $\pi$ and $\sigma$ bands, in mJ K$^{-2}$ mol$^{-1}$; $T_c$, in K. The data for $x = 0$ are from Ref. [9].
er (see below). This suggests a comparison of a calculated \( \lambda \) with an “experimental” \( \lambda \) derived from Eq. (6) with the experimental \( \gamma \) and \( a \) calculated \( N(E_F) \) as 0.710 states eV\(^{-1}\) cell\(^{-1}\), and the experimental \( \gamma \) as 2.53 mJ K\(^{-2}\) mol\(^{-1}\), the experimental \( \lambda \) is 0.52. The calculated values, which range from 0.61 to 0.88, are all higher. The De la Pena-Seaman et al. value, 0.672, is substantially higher. Their calculation was based on the assumption of harmonic phonons [33]. The phonons are actually anharmonic, and Choi et al. [14] found \( \lambda = 0.61 \) and 0.73 for anharmonic and harmonic phonons, respectively. (The calculation with the anharmonic phonons was also necessary to obtain agreement with the experimental \( T_c \).) The calculated \( \lambda \) of Ummarino et al. was \( \sim 0.88 \). Other reported values include 0.88 [16]; 0.76 [13]; 0.72 [22]. The lowest of the calculated values, 0.61 [14], which seems to have been obtained with the most extensive consideration of the possibly relevant effects, corresponds to \( \gamma = 2.69 \) mJ K\(^{-2}\) mol\(^{-1}\), just 6% greater than the experimental value. That difference is larger than the probable error in the experimental value, but making some allowance for uncertainty in the experimental value and taking the complexity of the calculation into account, the agreement of the experimental and theoretical values is certainly satisfactory.
For MgB$_2$, the calculated values of $N(E_F)$ for the individual bands cluster around $N_{\text{c}}(E_F) = 0.41$ and $N_{\text{sc}}(E_F) = 0.30$ states eV$^{-1}$ cell$^{-1}$. Together with the values of $\gamma_n$ and $\gamma_\sigma$, 1.16 and 1.37 mJ K$^{-2}$ mol$^{-1}$, respectively, they suggest $\lambda_n = 0.20$ and $\lambda_\sigma = 0.94$ as the “experimental” values. The calculated values range from 0.395 to 0.630 for $\lambda_n$ and from 1.046 to 1.230 for $\lambda_\sigma$. They include, for $\lambda_n$ and $\lambda_\sigma$, respectively, 0.395 and 1.046 [33]; 0.61 and 1.12 [34]; 0.630 and 1.230 [17]; 0.45 and 1.19 [13]; 0.45 and 1.09 [22]. Whereas the calculated values of $\lambda_n$ are 10–30% higher than the experimental value, the calculated values of $\lambda_\sigma$ are higher by factors 2–3. This raises the question of possible experimental error in the relative values of $\gamma_n$ and $\gamma_\sigma$. However, because $\lambda_n$ and $\lambda_\sigma$ add up to $\lambda$ it is not possible to reduce the discrepancy for the $\sigma$ bands without increasing it for the $\sigma$ bands by adjusting the values of $\gamma_n$ and $\gamma_\sigma$. Furthermore the analysis of $\Delta_e$ into its two components gives values of $\Delta_e$ and $\Delta_\sigma$ that are in reasonable agreement with other results, which supports the validity of the values of $\gamma_n$ and $\gamma_\sigma$. A reasonable interpretation of the differences between the theoretical and experimental values of $\gamma_n$ and $\lambda_\sigma$ is that the calculations of the electron–phonon interaction on the $\sigma$ bands are less successful than for the relatively simple $\sigma$ bands.

Band-structure calculations for carbon-doped MgB$_2$, unlike those for MgB$_2$ itself, give significantly different results for the values $N(E_F)$. For increasing $x$ De la Pena-Seaman et al. [33] found small decreases in both $N_{\text{c}}(E_F)$ and $N_{\text{sc}}(E_F)$ that produce a decrease in $N_{\text{c}}(E_F)$ from 0.70 states eV$^{-1}$ cell$^{-1}$ at $x = 0$ to 0.55 states eV$^{-1}$ cell$^{-1}$ at $x = 0.1$. The calculations of Ummarino et al. [34] gave a reduction in $N_{\text{c}}(E_F)$ from 0.70 states eV$^{-1}$ cell$^{-1}$ for $x = 0$ to 0.60 states eV$^{-1}$ cell$^{-1}$ for $x = 0.1$, but in their calculation $N_{\text{sc}}(E_F)$ decreases approximately linearly and $N_{\text{sc}}(E_F)$ is essentially constant for $x < 0.1$. Choi et al. [36] considered the case of $x = 0.1$, and found an even smaller decrease, in $N_{\text{sc}}$, only 10%. Consequently there are no well established values of $N(E_F)$ that could be used to define the “experimental” $\lambda$ for comparison with calculated values. Instead, the experimental values of $\gamma_n$ are compared with values derived from the calculated values of $N(E_F)$ and $\lambda$ in Fig. 4. As shown there, the experimental $\gamma_n$ is not strongly affected by carbon doping but the experimental $\gamma_n$ decreases steadily with increasing $x$. These trends are qualitatively consistent with the expected band filling effects on $N_{\text{c}}(E_F)$ and $N_{\text{sc}}(E_F)$ but they combine to give a conspicuous minimum in the experimental $\gamma$ in the vicinity of $x = 0.05$ that is inconsistent with both of the theoretical results. The relatively good agreement between the two theoretical results, as they are represented in Fig. 4, however, is somewhat misleading: the underlying values of $\lambda_n$, $\lambda_\sigma$, $N_{\text{c}}(E_F)$, and $N_{\text{sc}}(E_F)$ and their dependences on $x$ are significantly different. Accounting for the discrepancy between the experimental and theoretical results for the $x$ dependence of $\gamma$ on the basis of experimental error would require an error of the order of 0.7 mJ K$^{-2}$ mol$^{-1}$ in one or more of the values of $\gamma$. For undoped MgB$_2$, the value of $\gamma$ is relatively well established, and Fig. 12 of Ref. [25] (specific heat measurements of another C-doped sample with $T_c \sim 20$ K) suggests that those results would give a value for $\gamma$ similar to that reported here for $x = 0.1$. There is no obvious reason to expect an experimental error of the required magnitude for $x = 0.05$. Furthermore, as is made clear in Fig. 3, the correct values of the components of $\gamma$, $\gamma_\sigma$, and $\gamma_n$, for both the $x = 0.05$ and 0.1 samples have to be close to those obtained in the two-gap analysis of $C_{\text{es}}$. Some experimental error is certainly possible, but the general lack of agreement among calculated values of $\gamma$, and, for carbon-doped samples, the lack of agreement among calculated values of $N(E_F)$ suggest that errors in the calculations may make a major contribution to the discrepancies between the experimental and theoretical values of $\gamma$.

The expected decrease in $T_c$ with increasing $x$ is apparent in Fig. 5. The values of $T_c$ for the doped samples obtained from the specific heat measurements tend to be lower than those obtained by other measurements. This may be a consequence of the fact that the specific-heat $T_c$ was taken as the midpoint of the transition in a bulk property, whereas other measurements are more likely to reflect the onset of superconductivity. The data of Gonnelli et al. [37] for $T_c$ in Fig. 5 and for $\Delta_e$ in Fig. 6a, which extend to $x = 0.13$, differ conspicuously from the Holanova/Szabo [38,39] and Tsuda et al. [40] data, which extend only to $x = 0.10$. In Fig. 6b, where $\Delta_e$ is plotted vs $x$ rather than $x$, the differences are reduced considerably. This shows that they are, at least in part, a consequence of a difference between the $T_c$ and $x$ relations in the Gonnelli data and those in the Holanova/Szabo and Tsuda data. In particular, they show that for a given $T_c$ the value of $x$ in the Gonnelli data is higher than in the Holanova/Szabo and Tsuda data. In this context, evidence that the upper limit of solubility of carbon in MgB$_2$ is $x = 0.10$ [41] is relevant. Kurtos et al. [18] have argued that the decrease in $T_c$ can be understood mainly as a band-filling effect. Starting with the band structure of undoped MgB$_2$ and the rigid-band approximation, they found an approximately linear decrease in $T_c$ to $x = 0.05$. With several refinements, but without taking interband scattering into account, the linear region was extended to $x = 0.15$. Their result gave $T_c \sim 30$ K for $x \sim 0.1$, in reasonable agreement with the Gonnelli data but substantially higher than the other data in Fig. 5. (In several papers it has been emphasized that the Gonnelli data were obtained on single crystals. However, it should be noted that there are also single-crystal results [42] for which $T_c$ is lower than any of the data in Fig. 5.) For $x = 0.1$ the calculation of De la Pena-Seaman et al. [33], which does not take interband scattering into account, gives a nonlinear dependence on $x$ and a lower $T_c \sim 25$ K at $x = 0.1$, in better agreement with the other data. The calculation of Ummarino et al. [34], which does take interband scattering into account, gives a result more like that of Kurtos et al. [18], approximately linear in $x$ and with $T_c \sim 30$ K at $x = 0.1$. The spread in the experimental data and the differences in theoretical calculations that give similar results preclude any conclusion about the role of interband scattering in determining the $x$ dependence of $T_c$.

As shown in Fig. 6, the Gonnelli data for $\Delta_e$ and $\Delta_\sigma$ differ conspicuously from those of Holanova/Szabo and Tsuda. Regardless of the possibility raised above that the differences in the $\Delta_e$ results reflect differences in the underlying $T_c$–$x$ relations, the Gonnelli data are unique in giving evidence of a merging of the two gaps near $x = 0.132$, and $T_c = 18.9$ K. For that sample they saw only one gap. The specific-heat values for $\Delta_e$ and $\Delta_\sigma$ in better agreement with the Holanova/Szabo and Tsuda data than the Gonnelli data. Together with the Holanova/Szabo and Tsuda data, they suggest that $\Delta_e$ decreases from $\sim 2.2$ meV at $T_c = 39$ K to $\sim 1.4$ meV at $T_c = 20$ K. In contrast, the Gonnelli $\Delta_e$, together with the single gap they observe at $x = 0.132$, is approximately constant at $\sim 3$ meV, which is essential to their conclusion that the gaps do merge. The preponderance of the experimental data suggests that if the gaps do become equal, it is at a value of $x$ substantially higher than 0.1 that has not been reached (and which may be beyond the solubility limit of carbon). On the theoretical side, Kurtos et al. [18] have interpreted the approximately constant Gonnelli $\Delta_e$ data as the net effect of the increase of $\Delta_e$ with increasing $x$ that is expected for interband scattering (which was not included in their calculation of $T_c$) and the decrease expected for band filling. Qualitatively, the same interpretation could be made for the other $\Delta_e$ data in Fig. 6, which decrease slightly with increasing $x$. The calculation of De la Pena-Seaman et al. [33] is in better agreement with the Holanova/Szabo, Tsuda, and specific-heat data for $\Delta_e$ but in better agreement with the Gonnelli data for $\Delta_\sigma$. It has the gaps merging only at $x = 0.175$, where they are both zero. Depending on whether interband scattering is included or not, and also on assumptions made about the $x$ dependence of the Coulomb dependence, the Ummarino et al. calculation [34] gives a variety of re-
sults, including both approximate agreement with the Connell data for both gaps and their merging near \( x = 0.13 \), and a result similar to that of De la Pena-Seaman et al. [33]. For the energy gaps, as well as for \( T_c \), there are theoretical calculations that are in qualitative agreement with all of the experimental results. However, the similarity of the results of calculations based on different starting assumptions and the differences in the experimental results preclude any conclusions about the validity of those assumptions, and, therefore, about the degree to which they are supported by the experimental results.

5.2. Temperature-proportional term in the vortex state

The \( \gamma_r(H)T \) term in the vortex-state heat capacity of MgB\(_2\) is highly non-linear in \( H \) and, corresponding to the anisotropy of \( H_{c2} \), anisotropic, i.e., dependent on \( \theta \), the angle of \( H \) with the c axis. Bouquet et al. [43] investigated these effects and gave a plausible interpretation: For \( H \leq 0.5 \) T, \( \gamma_r(H, \theta) \) was isotropic, non-linear in \( H \), and increased sharply with increasing \( H \); for \( H \gg 3 \) T, it became anisotropic and linear in \( H \). They interpreted these results on the basis of the difference in the coherence lengths, \( \zeta_\pi \) and \( \zeta_\sigma \), for the \( \pi \) and \( \sigma \) bands: The spatial extent of the contribution of a band to the DOS at a vortex core is proportional to the coherence length, which, because of the small value of \( \Delta_n \), is much longer for the \( \pi \) band than for the \( \sigma \) band. As a consequence, the \( \pi \) band makes a disproportionately large contribution to \( \gamma_r(H) \) for each vortex, and the \( \pi \)-band DOS is “used up”. i.e., its contribution to \( \gamma_r(H) \) “saturates” at \( \gamma_\pi \) at a relatively low \( H \). Only the \( \sigma \) band contributes to the increase in \( \gamma_r(H) \) for further increases in \( H \). For low \( H \), the \( \pi \) band makes the dominant contribution to \( \gamma_r(H) \) and gives it the sharp initial increase; the lack of anisotropy is consistent with the 3D nature of the \( \pi \)-band Fermi surface. Bouquet et al. separated \( \gamma_r(H, \theta) \) into contributions of the two bands, \( \gamma_\pi(H) \) and \( \gamma_\sigma(H, \theta) \), by attributing the linear-in-\( H \) behavior at high \( H \) to the \( \sigma \) band and extrapolating it to \( H = 0 \). They obtained \( \gamma_\pi(H, \theta) \) as the extended straight line minus the intercept at \( H = 0 \), and \( \gamma_\sigma(H) \) as the remainder of \( \gamma_r(H, \theta) \). The non-linearity of \( \gamma_\pi(H) \) was thus assigned entirely, but arbitrarily, to the \( \pi \) band. They reported the values of three critical fields, two for the \( \sigma \) band and one for the \( \pi \) band. Normally these would be defined as the \( H \) at which the corresponding contribution to \( \gamma_r(H, \theta) \) saturates, but for the \( \pi \) band the nonlinearity of \( \gamma_\pi(H) \) precluded the use of that definition, and an extrapolation of the initial slope of \( \gamma_\pi(H) \) to \( \gamma_\pi \) was used to estimate \( H_{c2,\pi} \). Later more precise and more extensive measurements by Pribulova et al. [44] gave similar results. Although they were described in a more complicated way, the analysis and interpretation were essentially the same as those of Bouquet et al. [43].

Fig. 7 shows the experimental \( \gamma_r(H) \) data normalized to the normal-state EDOS by dividing by \( \gamma \). With allowance for the fact that the measurements were made on polycrystalline samples, the results are qualitatively similar to those of Bouquet et al. [43] on MgB\(_2\). Although their analysis was somewhat arbitrary, there is no theoretical basis for an alternative approach, and the same assumptions were used to separate the contributions of the two bands. On that basis the sharp increase in \( \gamma_r(H) \) at low \( H \) was attributed to the small-gap \( \pi \) band, and the slower increase at higher \( H \) to the large-gap \( \sigma \) band. The separation of the contributions of the two bands involves the determination of four parameters. Two of these are the maximum contribution of each band to \( \gamma_r(H) \). They were taken to be the same as the contributions to \( \gamma \) determined in the two-gap fit to \( C_v \); \( \gamma_\pi = 0.06 \gamma \) and \( \gamma_\sigma = 0.34 \gamma \) for the \( x = 0.05 \) sample; \( \gamma_\pi = 0.80 \gamma \) and \( \gamma_\sigma = 0.20 \gamma \) for the \( x = 0.1 \) sample. The other two, which characterize the anisotropic \( H_{c2} \) of the \( \sigma \) band, are \( H_{c2,\pi} \) and the anisotropy parameter \( \Gamma = H_{c2,\pi}/H_{c2,\sigma} \). Together with \( \gamma_\sigma \), they define \( \gamma_\pi(H) \). Since the data are for a polycrystalline sample with an assumed random orientation of the crystallites, \( \gamma_\pi(H) \) is not linear in \( H \), and the effective-mass model [45] was used to obtain the appropriate average of \( H_{c2}(\theta) \) in terms of \( \Gamma \) and \( H_{c2,\pi} \). The values of those parameters were chosen to give the best approximation to the observed \( H \) dependence of \( \gamma_r(H) \) for \( H \geq 3 \) T, where it is assumed to be that of \( \gamma_\pi(H) \). The results are \( H_{c2,\pi} = 45 \) T and \( \Gamma = 5.0 \) for the \( x = 0.05 \) sample, and \( H_{c2,\pi} = 25 \) T and \( \Gamma = 2.7 \) for the \( x = 0.1 \) sample. The values of \( H_{c2,\pi} \) are somewhat higher than those reported elsewhere [30,31] but in view of the uncertainties in the various measurements the discrepancies are not surprising. The \( \gamma_r(H) \) curves derived by fitting the experimental data for \( \gamma_r(H) \) and \( \gamma_\pi(H) \), obtained as \( \gamma_r(H) = \gamma_\pi(H) \), are also shown in Fig. 7.
6. Summary and conclusions

Specific-heat measurements on two samples of Mg(B1−xCx), x = 0.05 and 0.1, characterize the evolution of the two-gap superconductivity with doping. The measurements give parameters characteristic of the individual π and σ bands, which are compared with other experimental results and with theoretical predictions of the effects of the band filling and increased interband scattering associated with the doping.

A two-gap analysis of the electron specific heat in the superconducting state determines the basic parameters characteristic of the individual bands, the energy gaps, Δπ and Δσ, and the contributions to γπ, γσ and γπ. In combination with calculated values of the bare electron densities of states for the two bands, Nπ(EF) and Nσ(EF), γπ and γσ give “experimental” values of the electron–phonon coupling constants for the individual bands, λπ and λσ. For the undoped MgB2, the consistency of different calculated values of the total EDOS, N(EF) = Nπ(EF) + Nσ(EF), gives confidence in that number. The resulting value of the total electron–phonon coupling constant, λ = λπ + λσ, is in satisfactory agreement with one particularly rigorous calculation, but all other calculated values are substantially higher, as are the calculated values of λπ and λσ, particularly λσ. With increasing x, the experimental γπ shows a weak minimum, the experimental γσ decreases substantially, and γ shows a distinct minimum. The two theoretical calculations are based on different approximations and give different values for the underlying values of the EDOS and electron–phonon interaction. Nevertheless, they give surprisingly similar results for γπ, γσ, and γ; however, they differ substantially from the experimental results, most conspicuously in not showing the minimum in γ.

There is considerable scatter in the values of the critical temperatures for superconductivity and the energy gaps derived from other measurements, which is probably due at least in part to differences in the assigned values of x. The values derived from the specific-heat measurements fall within the limits defined by that scatter. All of the measurements show the substantial decrease in Δπ with increasing x that is expected as a consequence of both band filling and increased interband scattering, but the energy gaps obtained from other measurements fall into two distinct categories with respect to the merging of the gaps expected for interband scattering: one set of measurements shows the merging; two others give a different x dependence of Δπ and no evidence of the merging. The specific-heat derived values of Δπ are in good agreement with the latter, and suggest that the predicted merging does not occur, at least not within the range of x that has been investigated.

The temperature-proportional term in the vortex-state specific heat, which represents the contribution of the vortex cores, is highly nonlinear in H, reflecting both the different coherence lengths in the two bands and the anisotropy of the critical fields. An analysis analogous to that applied to single-crystal MgB2, but allowing for the polycrystalline nature of the samples, gives values of the anisotropy and critical fields in reasonable agreement with those obtained in other measurements.
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